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Abstract

Laser-induced breakdown spectroscopy (LIBS) is a laser-based technique that can provide non-intrusive, qualitative and quantitative

measurement of metals in various environments. LIBS uses the plasma generated by a high-energy laser beam to prepare and excite the

sample in one step. In the present work, LIBS has been applied to perform elemental analysis of six trace elements simultaneously in

aluminum alloy targets. The plasma is generated by focusing a pulsed Nd:YAG laser on the target in air at atmospheric pressure. LIBS

limit of detection (LOD) is affected by many experimental parameters such as interferences, self-absorption, spectral overlap and matrix

effect. We aimed to improve the LIBS LOD by optimizing these experimental parameters as possible. In doing so, a portable Echelle

spectrometer with intensified CCD camera was used to detect the LIBS plasma emission. This advanced Echelle spectrometer provides a

constant spectral resolution (CSR) of 7500 corresponding to 4 pixels FWHM over a wavelength range 200–1000 nm displayable in a

single spectrum. Then, the calibration curves for iron, beryllium, magnesium, silicon, manganese and copper as minor elements were

achieved with linear regression coefficients between 98–99% on average in aluminum standard sample alloys. New LOD values were

achieved in the ppm range with high precision (RSD 3–8%). From the application view point, improving LIBS LOD is very important in

the on-line industrial process control to follow-up multi-elements for the correct alloying in metals.

r 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Laser-induced breakdown spectroscopy (LIBS), also
known as laser-induced plasma spectroscopy (LIPS), offers
unique capabilities for on-line composition determination.
The use of LIBS as an analytical tool has considerably
grown over the past 10 years. Spectrochemical analysis
using LIBS has proven to be extremely versatile, providing
multi-element analysis in real time without sample pre-
paration. LIBS can be regarded as a universal sampling,
atomization, excitation and ionization source, since laser-
e front matter r 2007 Elsevier Ltd. All rights reserved.
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induced plasmas can be produced in gases [1] or liquids [2],
as well as from conducting or non-conducting solid
samples [3,4].
In LIBS, a small volume of the target is intensely heated

by the focused beam of a pulsed laser, and thus brought to
a transient plasma state where the sample’s components are
essentially reduced to individual atoms. In this high-
temperature plasma, atoms are ionized, or brought to
excited states. Such states decay by emission of radiation,
which is observed in the ultraviolet (UV), visible and near-
infrared (NIR) regions of the spectrum. An atomic
spectrum is obtained by means of a spectrograph, thereby
allowing elemental components of the target to be
identified and, using a calibration curve, quantified. LIBS
measurements are generally carried out in ambient air at
atmospheric pressure. For this reason, and also due to its
rapidity, non-contact optical nature, and absence of sample
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preparation, since the only requirement is the optical access to
the samples, LIBS is a useful technique for on-line process
analysis, which may thus satisfy the industrial requirements.
The basic features of this spectroscopic technique and its
applications for on-line measurements in industrial settings
have been reviewed in several papers [1,5–8].

LIBS cannot be considered a non-destructive technique
in the strictest sense, since a part of the target to be
analyzed is vaporized and lost. However, the volumes
sampled in this manner are very small: 10�8–10�5 cm3,
depending on the material, and the laser wavelength and
fluence. Such volumes correspond to masses in the ng–mg
range. In the case of a solid sample, the lateral size of the
laser-affected zone is typically less than 1mm, and can be
made as small as 1 mm. In the vertical dimension, the
thickness of material ablated by a laser pulse may, in the
case of metals, be only tens of nanometers. When LIBS is
applied to the analysis of fluids (e.g. water or molten
metal), the issue of destructiveness is irrelevant, since the
vaporized mass is negligible and the analyzed volume is
continuously renewed.

LIBS measurements consist of spectral and time-resolved
analysis of the atomic and ionic emission lines generated at
the surface of a sample after focusing there an intense laser
pulse [9–11]. Since the early application of LIBS for
diagnostic purposes, several systems have been developed
for both laboratory [12,13] and field use with portable units
[14], taking advantage of its unique characteristics such as
quickness, no sample preparation and very low sample
consumption, and excellent depth profiling.

In the LIBS technique, the very high field intensity
instantaneously evaporates a thin surface layer and
initiates an avalanche ionization of the sample elements,
giving rise to the so-called breakdown effect. LIBS spectra
can be detected once the plasma continuum emission is
almost extinguished. Time-resolved capability is necessary
to discriminate the late atomic line emission from the early
plasma continuum.

High-resolution spectral analysis is required to detect
single emission lines, i.e. the spectral signatures of each
element. The atomic and in some cases ionic lines, once
assigned to specific transitions, allow for a qualitative
identification of the species present in plasma. Their
relative intensities can be used for the quantitative
determination of the corresponding elements.

The method can be certified for analytical applications of
material analysis in industry, assuming that the surface
composition is maintained in the plasma and that the
ablation process can be modeled in an appropriate
temporal window with quasi-equilibrium conditions. Pre-
vious work [15] has demonstrated that several different
experimental parameters (e.g. laser power and repetition
rate, interaction geometry, surface conditions) may affect
the effective analytical possibilities of the method, espe-
cially if a field application is foreseen which could make a
profitable use of its main advantage of no sample pre-
treatment needed.
On the other hand, for accurate quantitative analysis,
three types of interferences—self-absorption, spectral over-
lap (spectral line interference, band interference), and
matrix effect (chemical interferences)—have to be avoided
in LIBS [16]. Self-absorption occurs when the emission
from the hotter region absorbed by cool atoms is
surrounded by the high-temperature core of the laser
plasma. To avoid the problems with self-absorption,
resonance lines should only be used for the measurement
of trace elements. Spectral interference due to line overlap
is very common, because the resolution depends upon the
monochromator used. Care should be taken to avoid
spectral interference lines in the analysis. Emission lines are
often superimposed on bands emitted by oxides and other
molecular species from air or samples. A background
correction for band emission is necessary. The absolute
intensity of an analyte line can be obtained by subtracting
the peak height from the background signal near the
analyte line. The physical and chemical properties of the
sample can affect the plasma composition, a phenomenon
known as the matrix effect. The matrix effect can result in
the sample being ablated differently from the target
sample. Previously published works studied the matrix
effect under different experimental conditions to specify
causes and find out the methods of correction [3,4,17–20].
In order to account for deviations in retrieved concen-

trations due to the matrix effect, a sophisticated modeling
of the entire LIBS process, properly including plasma
properties and thermal effects, is required for correcting the
intensities of detected spectra lines. Barbini et al. [21] have
shown that, especially in case of laboratory application,
matrix effects can be minimized by using of internal
standards by calibration with proper reference samples
characterized by a similar matrix composition. In addition,
plasma formation dynamics, sample ablation and asso-
ciated processes are highly non-linear and not fully
understood and may also play an important role as reasons
of the matrix effect.
For analytical spectrochemistry by LIBS, the appro-

priate choice for the experimentalist is based on the
combination of the spectrometer and the detector, which
requires a compromise between wavelength coverage,
spectral resolution, read time, dynamic range, and detec-
tion limit. The requirements for an ideal spectrometer–de-
tector system to furnish simultaneous determination of any
combination of elements in the spectrum include a high-
resolution, wide spectral range, and high sensitivity and a
linear response to radiation. Most of these requirements
are in part fulfilled by a combination of Echelle spectro-
meter-intensified couple charged device ICCD detector.
Recently, Echelle spectrometers were commercialized by
three companies [22–24].
In the present work, we report the capability of a

portable Echelle spectrometer–Mechelle 7500 equipped
with ICCD camera to perform a high-precision quantita-
tive analysis of Al alloys in air at atmospheric pressure.
Many experimental parameters will be optimized to
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improve the limits of detection of iron, magnesium,
beryllium, silicon, manganese and copper in the aluminum
alloys. In addition, the obtained results were compared
with the previously obtained ones [3,25]. The purpose of
this paper is to demonstrate the ability of the proposed
compact setup to be used in real-time measurements in
industrial applications in future.
2. Experimental setup

2.1. Instrumentation

A typical LIBS experimental setup, described in details
by the author elsewhere [3,4] is used throughout the present
investigations. The plasma formation was attained with the
aid of a Q-switched Nd:YAG laser (surelite I, continuum,
USA) operating at 1064 nm (pulse duration of 7 ns) and
repetition rate of 0.1–10Hz. An energy meter (Nova 978,
Ophir Optronics Ltd., Wilmington MA 01887, USA) was
employed to monitor the shot-to-shot pulse energy. The
laser beam (about 5mm diameter) with pulse energy of
300mJ was focused on the aluminum alloy samples by a
10 cm focal length quartz lens to generate the plasma. A
1m length fused-silica optical fiber mounted on a micro
xyz-translation stage is used to collect the emission light
from the plasma plume and feed it to a portable Echelle
spectrometer of a 0.17m focal length (Mechelle 7500,
Multichannel instruments, Sweden). This fused-silica op-
tical fiber, which is 600 mm core diameter, 1m length and
numerical aperture of 0.22, is especially designed and
calibrated for the Echelle spectrometer (Mechelle 7500) by
Multichannel instruments, Sweden and the spectrometer
has special plug-in port for this fiber (having a suitable
coupling optics inside). The Echelle grating spectrometers
designed for operation in high orders and high angles of
incidence and diffraction, can provide high resolution in a
more compact size and cover a much wider spectral range
than conventional grating spectrometers [26]. The Mechelle
7500 provides a constant spectral resolution (CSR) of 7500
corresponding to 4 pixels FWHM over a wavelength range
200–1000 nm displayable in a single spectrum. A gateable,
intensified CCD camera, (DiCAM-Pro-12 bit, UV en-
hanced, 43,000 channels, PCO Computer Optics, Ger-
many) coupled to the spectrometer was used for detection
of the dispersed light. The overall linear dispersion of the
spectrometer camera system ranges from 0.006 (at 200 nm)
to 0.033 nm/pixel (at 1000 nm). The usage of an intensified
CCD camera has a great advantage on the SNR. Carranza
et al. [27] recently compared non-intensified and intensified
CCD detectors for LIBS. They concluded that the ICCD
system yields a better performance for both ensemble-
averaged and single-shot analyses, with improvements in
SNR ranging from a factor of three to greater than one
order of magnitude compared with CCD system. To avoid
the electronic interference and jitters, the intensifier high
voltage was triggered optically. Echelle spectra display,
control, processing and analysis were done using Mechelle
software (Multichannel instruments, Stockholm, Sweden),
GRAMS/32 version 5.1 Spectroscopic Data Analysis
Software (Galactic Industries, Salem, NH, USA) and
Origin software version 7.0220 (Origin Lab corporation,
USA).

2.2. Optimization of data acquisition procedure

Many optimization procedures were performed to
enhance the signal intensities of the trace elements and
observing new detection limits. We have to keep in mind
that in fact, minor changes in the experimental conditions
may influence the detection limits. Here below, we
optimized many experimental parameters to improve our
LIBS resolution and sensitivity and to minimize the
measurements fluctuations and problems due to the sample
heterogeneity. These optimization procedures did not
taken into consideration in our previous work [4].
Optimizing LIBS for a high-resolution aluminum alloy

was done by optimizing the experimental conditions
including the time delay, the gate delay (the integration
time) and the laser irradiance. In fact, the timing of the
recorded signal depends on the laser energy and wave-
length, so we firstly increased the laser energy from 70mJ,
as used before by the author [4], to 300mJ. In this case, the
laser irradiance increased from E108–E1010W/cm2,which
found to be suitable for the case of aluminum alloy samples
having trace elements with concentrations in the ppm
range. Then under the late laser irradiance, the delay time,
at which the spectrum is recorded from the laser start, was
optimized by scanning the delay time with the signal
intensity as done previously by the author [4]. It was found
that the optimized conditions are 2.5 ms delay time and
1.5 ms gate width at 1010W/cm2 laser irradiance at the
sample surface. The gate delay was limited to 1.5 ms to
avoid saturation of the detector. Optimizing LIBS spec-
trum was done in order to reduce the background signal
and increase the SNR (see the following Section 3.1). This,
of course, makes LIBS to be a high resolution and a high
sensitive spectroscopic system for the trace elements with
concentrations in the ppm range, which returns improve-
ments in the detection limits of the system.
Moreover, the Mechelle spectrometer needs internal

calibration from time to time. Due to variations in
laboratory temperature, the spectrum shifts approximately
5–25 pixels on a day-to-day basis, if uncalibrated. To avoid
this problem, the spectrometer is wavelength calibrated
using a mercury lamp source (Hg lines at 253.65, 435.83,
546.07 nm). This procedure, which was not taken into
consideration before, improves the resolution to be
0.045 nm, which is about five times higher than observed
before (0.2 nm) [3,4]. Moreover, pre-exposure was per-
formed to set the response of the CCD so the camera
would not oversaturate.
To improve data reproducibility, and to avoid electronic

jittering problem, the laser was set to single shot mode.
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Then, the Nd:YAG laser beam was focused onto the
sample surface at 901 angle. This was done using a 25mm
diameter fused-silica dichroic mirror (continuum, USA)
that reflects 99% of high energy 1064 nm wavelength. The
focal point was set 5mm below the surface of the sample in
order to generate plasma of 800 mm spot diameter. This
also minimizes breakdown above the surface of any
particles and aerosols generally present above the sample.
On the other hand, the use of a micro xyz-translation stage
as a holder for fused-silica optical fiber facilities maximum
intensity of the observed emission light from the plasma
plume. We investigated a set of eight standard samples of
aluminum alloy to establish calibration curves for six
elements Be, Mg, Si, Mn, Fe and Cu by the proposed LIBS
setup. These samples have never been treaded before using
LIBS with Mechelle 7500 and, were selected, so that the
trace elements concentrations were about ten times lower
than samples used in previous work [3,4]. It is found that
low trace elemental concentrations increase the measure-
ments sensitivity [16]. This is because, at high analyte
concentrations, a loss of measurements sensitivity occurred
due to self-absorption in the laser plume. We used disk
shaped standard samples of aluminum alloy provided by
Alcan international limited (0.5 cm; f ¼ 5 cm). The con-
centrations of Mg, Si, Be, Cu, Mn and Fe in the aluminum
alloy samples are given in Table 1.

For each new sample, before spectral collection, 20 laser
pulses were performed to clean the sample surface and
remove surface oxides and contamination to ensure that
the observed spectrum is representative of the sample
composition.

Now, we aim to produce LIBS spectra with high
precision. Precision is the measure of the degree of
reproducibility of a measurement. It is generally measured
as the RSD of a set of repeated measurements precision.
Typical LIBS precision is 5–20% [16]. Laser shot-to-shot
variation causes differences in the plasma properties,
therefore affects the magnitude of the element signal, and
hence degrades the LIBS precision. To improve LIBS
precision, spectra from several laser shots have to be
averaged in order to reduce statistical error due to laser
shot-to-shot fluctuation. Moreover, we found that en-
hancement of the data reproducibility can be achieved by
Table 1

Beryllium, copper, iron, magnesium, silicon and manganese concentra-

tions (in w/w%) in the standard aluminum alloy samples

Sample Be Mg Si Fe Cu Mn Al

AL 3104 0.0011 1.15 0.21 0.42 0.17 0.92 Balance

AL 4104 0.0017 1.56 9.63 0.7 0.12 0.046 Balance

AL 5052 0.0043 2.51 0.087 0.33 0.042 0.09 Balance

AL 5182 0.0012 4.67 0.11 0.27 0.061 0.35 Balance

AL 5754 0.0022 2.54 0.22 0.35 0.1 0.29 Balance

AL 6063 0.00030 0.54 0.43 0.2 0.085 0.081 Balance

AL 7010 0.0007 2.44 0.11 0.22 1.88 0.082 Balance

AL a380.2 0.00036 0.028 9.17 0.41 3.61 0.042 Balance
accumulation of consecutive measured spectra. We repro-
duced the measurements at five locations on the sample
surface in order to avoid problems linked to sample
heterogeneity. Twenty shots were fired at each location and
saved in separated files and the average was computed and
saved to serve as the library spectrum. Moreover, for each
spectrum recorded, the peak intensity, the full-width half at
maximum (FWHM), and the center wavelength of each
line, as well as the background emission continuum were
determined. Data treatment preprocessing of the averaged
spectra data was performed in the Windows environment
on a Pentium III PC using GRAMS/32 version 5.2
(Thermo Galactic, USA.) and Excel (Microsoft office
Excel 2003). The averages of peak tables (lists of
wavelengths and intensities) of the averaged spectra were
roll generated in GRAMS/32 and exported for data
evaluation.
3. Results and discussion

3.1. Qualitative analysis

One of the most promising approaches to atomic
emission spectroscopy (AES) and particularly for the LIBS
experiment involves the use of a portable Echelle spectro-
meter [12,28–30]. Hence, for industrial applications, it is
necessary to be ab1e to analyze several elements at once;
therefore, the use of an Echelle spectrometer that covers
the emission spectra from the UV to visible with sufficient
resolution is desirable.
Hundred laser shots were accumulated on the ICCD of

the system to analyze each sample. The spectrum can be
investigated simultaneously with an Echelle spectrometer
(typically 200–700 nm); the wavelengths of interest (with
minimum around 251 nm for Si and maximum around
518 nm for Mg) in several spectral windows are presented.
The optimized experimental parameters for laser pulse
energy, gate delay time, gate width, number of accumu-
lated single shot spectra, and geometrical arrangements are
fixed for all experimental data acquisition procedures.
Fig. 1 shows a typical plasma emission spectrum for

aluminum alloy sample Al 5754. This spectrum is the
average of 100 single shot spectra recorded at 2.5 ms delay
time and 1.5 ms gate width. The panoramic Echelle spectra
in the spectral range 200–700 nm show the UV–visible
emission lines of aluminum as a major element and the
emission lines of Si, Cu, Be, Fe, Mn and Mg as trace
elements in the aluminum alloy sample.
Fig. 2 shows zoomed windows in the UV range

278–313 nm of the total spectrum of aluminum alloys.
These spectra show narrow and intense analytical atomic
lines appeared even in trace levels of elemental concentra-
tions in an aluminum alloy sample. Fig. 2a shows a
spectrum of four elements where the emission lines starting
with two lines for Mg at 279.55, 280.27 nm, then four lines,
Al line at 281.62 nm, Mg line at 285.21 nm, Si line at
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Fig. 1. Typical LIBS spectrum for aluminum alloy target. The laser energy was 300mJ at wavelength 1064 nm and the plasma emissions were accumulated

with delay 2.5 ms, and gate width 1.5ms.
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Fig. 2. Several windows in the UV range for elements in aluminum alloys. (a) Shows a spectrum of four elements Mg, Al, Fe and Si. (b) Shows a high

resolution spectrum of beryllium line at 313.03 nm with resolution 0.045 nm (l/Dl ¼ 6956) and SNR ¼ 2.56 for concentration of 3.6 ppm in aluminum

alloy sample Al a380.2. (c) Shows a spectrum of aluminum alloy sample Al 5052 for silicon at line 288.152 nm of 0.087% concentration with resolution

0.075 nm (l/Dl ¼ 3842) and SNR ¼ 8.
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288.152 nm and Fe line at 293.69 nm and ending with the
well resolved aluminum atomic line at 305.01 nm. Fig. 2b
shows a high-resolution spectrum of beryllium line at
313.03 nm with resolution 0.045 nm (l/Dl ¼ 6956) and
SNR ¼ 2.56. These measurements were done on aluminum
alloy sample Al a380.2 with Be concentration of 3.6 ppm.

Fig. (2c) shows a spectrum of aluminum alloy sample Al
5052 for silicon at line 288.152 nm of 0.087% concentration
with resolution 0.075 nm (l/Dl ¼ 3842) and SNR ¼ 8. The
observed results revealed that, by increasing the trace
content concentration, SNR may enhance but with losing
some spectral resolution, i.e. l/Dl decreases, which in
agreement with Fang-Yu Yueh et al. [16]. Moreover, the
obtained spectra are great better than observed before by
Mohamad Sabsabi et al. [3]. They observed the beryllium
line at 313.03 nm with resolution 0.2 nm and SNR ¼ 2 for
concentration 13 ppm in aluminum alloy sample.
Moreover, our observed spectra reflect the wide spectral

range and the high resolution of the used spectro-
scopic system. These improve both the reliability and
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reproducibility of the used LIBS technique that was needed
for the quantitative analysis of the aluminum alloy
samples.
3.2. Quantitative analysis and calibration curves

Based on our qualitative investigation of the aluminum
alloy samples by LIBS, we are now in a position to
determine the most suitable conditions for the quantitative
analysis of these aluminum alloys. Here below, we tried to
avoid the experimental fluctuations and all types of
interferences to observe calibration curves for the trace
elements with good linearity and lower detection limits
than obtained before [4].

Standardization method has been exploited to avoid any
unwanted experimental fluctuations [31]. The ratio of the
line intensity of trace element to the emission line of the
internal standard is measured and plotted as a function of
the known concentration ratios of the reference samples.
The proper emission line of the internal standard has been
chosen by comparing different calibration curves of the
same element obtained using different internal standards
and different emission lines. The element and line giving
the best linear relation (the highest value of the correlation
coefficient R) are chosen as internal standards. The
performed optimization in case of the minor elements in
the aluminum alloy revealed that the best internal standard
is the Al atomic line at 305 nm. This is in agreement with
previously published data, recommending the use of a
major element in the matrix as an internal standard [4,25].

To avoid self-absorption and spectral line interference,
three rules were used for the selection of the appropriate
wavelength for each element. First rule, we have to avoid
interference between spectral lines for different species. So
that, interfering lines like Fe (281.7 nm) and Al
(281.61 nm), and Fe (285.3 nm) and Mg (285.29 nm), and
similar lines were avoided. Second rule, avoiding the
possibility of self-absorption in the case of lines ending in
a heavily populated level, such as resonant lines. So that
lines like Al (394.5 nm), Al (396.26), Al (308.30 nm), Al
(309.36 nm), Fe (271.9 nm), Si (251.50 nm), Mg (280.27 nm)
and Mg (279.55 nm) were avoided.

Third rule, to perform a matrix-independent measure-
ment, beside the internal standardization, the elements
Table 2

Spectroscopic data of prominent analyte and reference lines used for LIBS

analysis of aluminum alloys

Element Wavelength (nm) Ei (eV) Ek (eV) DE (eV)

Al 305.00 3.60384 7.66762 4.06378

Fe 404.58 1.48486 4.54851 3.06364

Cu 324.75 0 3.81673 3.81673

Be 313.04 0 3.95948 3.95948

Si 288.15 0.78096 5.08235 4.30139

Mg 518.36 2.71664 5.10783 2.39119

Mn 403.07 0 3.07509 3.07509
must have approximately the same excitation energies [16].
Table 2 lists the selected elemental wavelengths and their
corresponding excitation energies. Except for silicon
excitation energy, most of the selected elemental wave-
lengths have excitation energies little lower or closer to the
Al 305 nm excitation energy. This means that silicon needs
more energy to be excited. So, we expect that silicon will
have higher detection limits than the rest of the trace
elements.
The wavelengths of the spectral lines used throughout

the analysis were Mg (518.36 nm), Si (288.15 nm), Mn
(403.07 nm), Be (313.05 nm), Fe (404.53 nm) and Cu
(324.75 nm). With time-resolved spectroscopy, the emission
signal becomes very low and not all the lines are detected
specially for trace elements. So that, we were enforced to
use resonance lines for Mn, Be and Cu. Normally, we have
to avoid such lines in the quantitative analysis since they
are subjective of high self-absorption as described above.
Since the number density of the atomic species of Be, Mn,
and Cu in the plasma plume is low due to their low
concentration in the target material, self absorption effect
may be neglected within the experimental uncertainty. So,
these lines are good candidates for a lower limit of
detection (LOD) due to its strength compared with other
atomic emission lines. In fact, this is in agreement with the
observations of Drogoff et al. [25], and Sabsabi et al. [3].
The emission intensities of each element were normalized

to the emission intensity of Al atomic line at 305 nm to
reduce both the effect of instrument signal fluctuation and
the matrix interference effects. The calibration curves of
the studied elements were obtained by drawing the
normalized intensities against their relative concentrations.
The corresponding normalized calibration curves are given
in Fig. 3 for aluminum alloy samples. Each data point
represents the mean value of typically five individual
measurements. The given error bars show the calculated
standard deviation for the measured LIBS intensities for
each trace content of the aluminum alloy sample. They
represent the variation in our measurements.
Calibration curves of the elements in the aluminum

matrix pass nearly through the origin and have well linear
fitting (R240.9) within the experimental uncertainty. The
obtained linear equations and R2 values for each element
are listed in Table 2. The observed linear calibration
equations and the correlation coefficients R2 indicate good
linearity within two orders of magnitude. In fact, this result
gives an expectation that the proposed LIBS technique has
a capability for a good linearity of the calibration curves
attaining a wide range of elemental concentrations.
The LOD was calculated from the formula [32]

LOD ¼ 3s=s,

where s is the standard deviation of the background and s

is the calibration slope. The obtained LOD values and their
relative standard deviation (RSD %), for Mg, Si, Mn, Fe,
Be and Cu are listed with the previously obtained values
[3,25] in Table 3. It is clear that we have new LOD values
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normalized intensities against their relative concentrations. Each data point represents the mean value of typically five individual measurements. The given

error bars show the calculated standard deviation for the measured LIBS intensities for each trace content of the aluminum alloy sample. All elements were

performed at 2.5 ms delay time and 1.5ms gate time using 300mJ Nd:YAG laser operating at 1064 nm and 7 ns pulse duration.
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with a high precision (RSD 3–8%). Silicon has slightly high
LOD in aluminum matrix. This observation can be
explained considering the excitation energy for silicon
transition state (3s2 3p2–3s2 3p 4s) at 288.15 nm which is
higher than that of Al at 305 nm (3s 3p2–3s 3p 4s), as
shown in Table 2, this may have some effect on the
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Table 3

Limit of detection (LOD), relative standard deviation (RSD%), correlation coefficient (R2) values, and calibration equation for the elements under study

in the aluminum alloy samples

Element Wavelength of

the spectral line

used (nm)

LOD values

(ppm) Present

work

LOD values

(ppm) Previous

work

RSD% R2 Calibration equation

Be 313.05 0.22 0.4 [3] 8.22 0.9015 y ¼ 127.05x+0.0113

Mg 518.36 3.19 5.5 [3] 3.35 0.8965 y ¼ 8.7427x+1.6886

Si 288.152 68.74 136 [3] 8.74 0.9908 y ¼ 0.4051x+0.0207

Mn 403 6.81 18 [3] 4.94 0.9252 y ¼ 4.0952x+0.7778

Cu 324.75 17.49 30.4 [3] 5.59 0.9691 y ¼ 1.5924x+0.4500

Fe 404.58 9.71 84.5 [25] 8.23 0.9193 y ¼ 2.8691x+0.0011
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obtained values of the LOD of the studied elements in Al
matrix mainly due to the ease of the energy transfer
between the elements within matrix.

Under our new optimized conditions, all the obtained
LOD values are improved by more than 50% of the
previously observed values by the author [3] for all
elements, except iron. For iron, no previous LOD values
found for Fe in aluminum alloys using Echelle spectro-
meter. So that, we compared our Fe LOD value with the
results of Drogoff et al. [25]. They worked on the same
standard aluminum alloy samples using a sophisticated
LIBS setup containing femtosecond laser Ti:sapphire laser
800 nm, with a pulse duration of 100 fs and power density is
0.2 TW/cm2 and a 50-cm Czerny-Turner spectrometer with
ICCD camera. Even using this huge system, they obtained
LOD for Fe at 404.5 nm with value 84 ppm. In our case,
while we used simpler system, we obtained LOD for Fe at
404.5 nm with value 9.71 ppm.
4. Conclusion

In summary, we have carried out an accurate LIBS setup
using the advanced portable Echelle spectrometer (Me-
chelle 7500) equipped with ICCD detector for qualitative
and quantitative analysis of six trace elements in Al alloy
samples simultaneously. The Mechelle 7500 provides a
wide spectral range with high resolution that facilitates
LIBS to detect elements with more accuracy and high
sensitivity. Moreover, the obtained results showed that by
optimizing the experimental parameters and carefully
selecting appropriate wavelength for each trace element,
the detection limits could be improved. The observed limits
of detection for Be, Mg, Si, Mn, Fe and Cu are better than
the values published by previous groups. Moreover, the
proposed LIBS setup is compact and could be transported.
In future, this system could be arranged in one cabinet with
dimensions 80� 80� 100 cm since the Mechelle spectro-
meter including the ICCD camera is 30 cm long, 14 cm
wide and 17 cm high and the Nd:YAG laser (surelite I) is
about 60 cm in length, 15 cm in width and 15 cm in height).
All of these facilitate it to be used for in situ real-time
industrial process control and follow-up multi-elements for
the correct alloying in metals.
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