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Abstract 

Recently, the research community spent a lot of effort to present face image 

manipulation detection techniques, however, all the available schemes have their 

own limitations and there is no global detection scheme. To avoid the problems 

that can face the deep-learning based techniques, we suggest another direction of 

research to implement a new Face Image Manipulation Detection (FIMD) 

scheme which is based on face detection and image watermarking techniques. 

The proposed FIMD scheme at the sender side has two stages where the first 

stage is applied to detect and select the face area and the second stage is applied 

to generate and embed the manipulation detection and localization data. The 

proposed FIMD scheme at the receiver side has also two stages where the first 

stage is applied to detect and select the face area and the second stage is applied 

to extract the embedded data and check the authenticity of the received face 

image. The experiments that have been conducted to check the performance of 

the proposed FIMD scheme proved its efficiency in detecting different types of 

face manipulations such as face swap, expression swap, attribute attacks, and 

retouching attacks. The detection accuracy is 100 % and no false detection results 

have been recorded, in addition, the scheme obtained promising results in terms 

of visual quality of the watermarked face images and high embedding capacity. 

The general comparison with the state-of-the-art detection schemes proved the 

superiority of the proposed FIMD scheme. 

Keywords: DeepFakes reveal, Face image security, Face manipulation detection, 

Face manipulation localization, Multimedia forensics. 
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1.  Introduction 

Recently, the term ‘DeepFakes’ have been widely distributed which refers to fake 

digital data that are generated using deep-learning algorithms [1-6]. In most cases, 

the DeepFakes have been used for harmful purposes such as: swapping the faces 

into porn images and videos, generating fake news, imposing financial fraud, and 

many others [7, 8]. On the other hand, the digital face manipulation applications 

are also increasing which can be used for harmful or harmless targets. Therefore, 

multimedia forensics and digital data security systems have dedicated a lot of effort 

and researches to detect the manipulations in digital face images. In the last few 

years, several face manipulation detection algorithms have been developed and 

used in multimedia forensics [9-14].  

Various face image generation and manipulation methods are available such as 

face synthesis [15], face swap [16, 17], face morphing [18-22], face attribute 

manipulation or retouching [23-25], face expression swap [26, 27], and others. 

Some valuable review papers have been presented which contain detailed 

information about the abovementioned face image manipulation methods and their 

detection algorithms [28-32].  

Most of the available manipulation detection algorithms have been 

implemented based on the methods of generating the fake or manipulated face 

images which makes them restricted, and they can reveal only one type of 

manipulation [33-39]. The deep-learning based manipulation detection algorithms 

rely on training using specific data sets thus the detection results are good only 

when the input image is close to the training data [40]. Most of the available deep-

learning based techniques have recorded false detection cases which reduces their 

accuracy [41-44]. On the other hand, many detection methods used supervised 

algorithms therefore their practical application is time and efforts consuming [45-

47]. To improve the performance of the deep-learning detection techniques, large 

and high-quality datasets are required which are usually not available for free [48]. 

Some manipulation detection algorithms obtained promising results; however, the 

production of high-quality fake images is one of the challenges that can face the 

detection process [14, 49, 50]. Obviously, the available face manipulation detection 

algorithms have many limitations and to the current date there is no universal 

detection algorithm which makes inventing new detection algorithms to overcome 

the limitations an urgent need.   

In this paper, we suggest a new Face Image Manipulation Detection (FIMD) 

scheme based on face detection and image watermarking techniques. The proposed 

scheme is inspired by the medical image authentication schemes in which the 

images are divided into two regions called Region-of-Interest (ROI) and Region-

of-Non-Interest (RONI). In order to protect the face area in the image and reveal 

manipulation in this region, the face can be considered as ROI while the remaining 

part of the image can be considered as RONI.  

To implement an efficient FIMD scheme, the face region must be detected 

accurately using face detection algorithm. Then a successful image authentication 

technique must be adopted to ensure the integrity of the face region. Several face 

detection techniques have been presented in the literature and one of the most 

successful algorithms is the Multi-Task Cascaded CNN-based technique [51] 

which has been adopted in different face recognition systems [52-60]. In the 

proposed scheme, the face detection algorithm from [51] is used to detect the face 
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area which can be considered as the first level in the implementation of the 

proposed FIMD scheme. 

On the other hand, several watermarking-based medical image authentication 

algorithms are available [61-64], however, the most preferred are the robust 

reversible-based watermarking techniques [65-69] because they can withstand 

unintentional attacks while preserving the integrity of the medical image [70]. To 

implement the proposed scheme, the Slantlet transform (SLT) has been applied for 

transforming the image’s blocks and the content-based embedding algorithm has 

been used to embed the binary bits in SLT coefficients. The choice of SLT and 

content-based embedding depends on several previous studies such as the methods 

in [65-67] which proved the efficiency of SLT-based watermarking compared with 

discrete wavelet transform (DWT)-based watermarking. The SLT-based methods 

perform better in terms of visual quality, robustness, and execution time. Based on 

that, the SLT-based medical image authentication algorithms that have been 

presented in [71] have been modified and adopted in the second level of 

implementing the proposed FIMD scheme. The algorithms in [71] have been 

presented for grayscale medical images with manually selected region of interest, 

therefore, they are not directly applicable in the proposed FIMD scheme. The 

novelty of the proposed FIMD scheme can be summarized in the use of face 

detection and selection steps for automatically and correctly localizing the face 

region and excluding it from the embedding procedure to ensure its integrity, in 

addition to the use of modified SLT and content-based embedding procedure for 

embedding and extracting the authentication information into colour face images. 

The rest of the paper is organized as follows: section 2 presents the details of 

the proposed FIMD scheme including the block diagrams and algorithms; section 

3 presents the experimental results and discussion; and section 4 illustrates the 

conclusions of this paper. 

2.  Proposed FIMD Scheme   

The proposed FIMD scheme has two main algorithms that are the embedding 

algorithm which must be applied at the sender side and the extraction algorithm 

which must be applied at the receiver side. The following subsections present the 

proposed embedding and extraction algorithms in details.  

2.1.  Embedding procedure 

The proposed embedding procedure starts by applying the Multi-Task Cascaded 

CNN-based technique [51] to detect the face box in the input image. The output of 

the detection algorithm contains fractional numbers refer to the upper left corner of 

the face box, its width, and its height. With simple calculations, the proposed 

algorithm can select the pixels of the face area and thus the face image can be 

divided into two regions ROI (i.e., face area) and RONI (i.e., the remaining area of 

the face image). The proposed FIMD scheme is inspired by the medical image 

authentication scheme from [71], however, the algorithms of [71] are not directly 

applicable in the proposed embedding algorithm. In [71], the ROI is selected 

manually using a polygon while in the proposed scheme the ROI is selected based 

on Multi-Task Cascaded CNN technique, in addition, the watermarking algorithms 

in [71] have been implemented for grayscale medical images while in the proposed 

scheme the algorithms are implemented for colour face images. Figure 1 presents 
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the block diagram of the proposed FIMD embedding scheme. The detailed 

algorithms of the proposed FIMD scheme at the sender side are explained in the 

following subsections.  

2.1.1. Face detection and selection algorithm  

The input of the face detection and selection algorithm is the original face image 

 (𝐼𝑓) of size (𝑀 × 𝑁 × 3). The output of this algorithm is a mask image (𝐼𝑀) of 

size (𝑀 × 𝑁). The steps of the algorithm are as follows:    

1. Read the input face image 𝐼𝑓 of size (𝑀 × 𝑁 × 3).  

2. Apply Multi-Task Cascaded CNN algorithm to detect the face box in (𝐼𝑓). 

The output of this step contains fractional numbers that refer to the top left 

corner of the face box (𝐶𝑦, 𝐶𝑥)  and its width (𝑤) and height (ℎ). 

3. Round each number in the outputs (𝐶𝑦, 𝐶𝑥, 𝑤, and ℎ)  to its nearest integer 

that is greater than the value. The results after rounding are 

(𝑅𝐶𝑦, 𝑅𝐶𝑥, 𝑅𝑤, and 𝑅ℎ). 

4. Calculate the positions of the face region pixels as follows:  

        𝑝𝑥1 = 𝑅𝐶𝑥 , 𝑝𝑥2 = 𝑅𝐶𝑥 + 𝑅ℎ, 𝑝𝑦1 = 𝑅𝐶𝑦, 𝑝𝑦2 = 𝑅𝐶𝑦 + 𝑅𝑤.   

5. Define the face area pixels as follows (𝑝𝑥1: 𝑝𝑥2, 𝑝𝑦1: 𝑝𝑦2, : ) which contains 

the face area for the three channels of the input colour image. 

 

Fig. 1. Block diagram of the proposed FIMD scheme at the sender side. 
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6. Create a black image (i.e., binary image of zeros) of size (𝑀 × 𝑁) , then 

change the pixels at the face positions to white. The resultant black and white 

image is called mask image 𝐼𝑀.  

Figure 2 illustrates an example of face detection and selection results. 

 

Fig. 2. Example on face detection and selection  

algorithm results for a face image of size (408×612×3) pixels. 

2.1.2. Watermark embedding algorithm for a single channel  

The input of this algorithm is one channel from the face image (𝑐ℎ)  of size  

(𝑀 × 𝑁) and the mask image (𝐼𝑀) of size (𝑀 × 𝑁) that is generated from the face 

detection and selection algorithm. The output of this algorithm is the watermarked 

channel image (𝑊𝑐ℎ) of size (𝑀 × 𝑁). The steps of the algorithm are as follows:    

1. Read the channel image  (𝑐ℎ) and the mask image (𝐼𝑀) 

2. Divide 𝑐ℎ and 𝐼𝑀  into non-overlapping blocks of size (16×16). 

3. Calculate the average of  𝐼𝑀  blocks and classify the 𝑐ℎ blocks into two 

groups called ROI blocks and RONI blocks based on the following rule: 

  Average of 𝐼𝑀  block {
= 0 𝑐ℎ 𝑏𝑙𝑜𝑐𝑘 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑅𝑂𝑁𝐼
≠ 0 𝑐ℎ 𝑏𝑙𝑜𝑐𝑘 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑅𝑂𝐼

  

4. Calculate the mean of the ROI blocks to be used as manipulation detection 

and localization data.  

5. Convert the mean values to binary sequence each of size 8 bits and 

concatenate the results to obtain one binary sequence. Check the length of the 

resultant binary sequence, if the length is dividable by 11 without a remainder, 

then continue; else extend the binary sequence by zeros to make its length 

divisible by 11 without a remainder. This process is called extend 1.  

6. Apply BCH (15,11,1) coding to the resultant binary sequence to increase its 

robustness. Save the resultant coded binary sequence as  𝐵𝑠𝑒𝑞 . 

7. Check the length of   𝐵𝑠𝑒𝑞 ., if the length is dividable by 64 without a 

remainder, then continue; else extend 𝐵𝑠𝑒𝑞 . by zeros to make its length 

divisible by 64 without a remainder. This process is called extend 2.  

8. Calculate the length of  𝐵𝑠𝑒𝑞  and the capacity of RONI blocks. According to 

[71], the capacity of each (16×16) block is 64 bits thus the total capacity can 

be calculated using:  

           𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑅𝑂𝑁𝐼 (𝑏𝑖𝑡𝑠) =  𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑂𝑁𝐼 𝑏𝑙𝑜𝑐𝑘𝑠 × 64 
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9. Compare the length of  𝐵𝑠𝑒𝑞   with the 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑅𝑂𝑁𝐼; if the capacity is 

less than the length of  𝐵𝑠𝑒𝑞  (i.e., there is not enough space to hide the 

information) then stop the execution of the algorithm; else continue to the 

next step.  

10. Divide 𝐵𝑠𝑒𝑞  into sub sequences each of length 64 bits.  

11. Transform RONI block using Slantlet transform (SLT) matrix of size 

(16×16) and divide the resultant matrix of coefficients into 4 subbands 

called (High High (HH) subband, High Low (HL) subband, Low High (LH), 

and Low Low (LL) subband) as follows: 

           𝑇𝐵 = 𝑆𝐿𝑇𝑁  𝐵 𝑆𝐿𝑇𝑁
𝑇  

           where, 𝐵 is the original RONI block, 𝑇𝐵 is the transformed block, and 𝑆𝐿𝑇𝑁  

           is Slantlet matrix of size (𝑁 × 𝑁) [71]. Note that 𝐵, 𝑇𝐵, and 𝑆𝐿𝑇𝑁 have the  

           same size. 

           𝐿𝐿 = 𝑇𝐵 (1:
𝑁

2
, 1:

𝑁

2
) ,                    𝐿𝐻 = 𝑇𝐵 (

𝑁

2
+ 1: 𝑁, 1:

𝑁

2
) , 

𝐻𝐿 = 𝑇𝐵 (1:
𝑁

2
,
𝑁

2
+ 1: 𝑁) , 𝐻𝐻 = 𝑇𝐵 (

𝑁

2
+ 1: 𝑁,

𝑁

2
+ 1: 𝑁).    

12. Hide one binary subsequence from 𝐵𝑠𝑒𝑞 in the transformed block by 

modifying HL and LH coefficients using the rules that have been applied in 

[71] to embed the binary sequence in RONI blocks.  

13. Apply inverse SLT transform to obtain the watermarked RONI block.  

           𝐵 = 𝑆𝐿𝑇𝑁
𝑇 𝑇𝐵 𝑆𝐿𝑇𝑁 

14. Repeat the steps 11 and 13 until finish hiding all the binary sub sequences of 𝐵𝑠𝑒𝑞 . 

15. Construct the watermarked channel image 𝑊𝑐ℎ  from the ROI blocks and 

watermarked RONI blocks. 

2.1.3. Main embedding algorithm 

The input of the main embedding algorithm is the original face image (𝐼𝑓) while its 

output is the watermarked face image (𝑊𝐼𝑓). The steps of the algorithm are as follows:  

1- Read the input face image (𝐼𝑓).   

2- Apply face detection and selection algorithm as illustrated in subsection 

(2.1.1).  

3- Select the first channel image (𝑐ℎ) from the input face image.  

4- Apply the watermark embedding algorithm for a single channel as 

illustrated in subsection (2.1.2).  

5- Repeat the steps 3 and 4 to the second and third channels of the input face image.  

6- Construct the watermarked face image (WIf) from the three watermarked channels.  

2.2. Extraction Procedure 

As in the embedding procedure, the proposed extraction procedure starts by 

applying the face detection and selection algorithm as explained in subsection 
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(2.1.1). Then the watermark extraction procedure is applied to extract the 

embedded sequence from the RONI blocks. The algorithm depends on calculating 

the mean values of the ROI in the received image and comparing them with the 

extracted values; if the calculated and the extracted mean values for the same block 

are equal then the block is considered authentic; else the block is considered not 

authentic, and the localization process is applied to localize the manipulated blocks. 

Figure 3 presents the block diagram of the proposed FIMD extraction scheme. The 

detailed algorithms of the proposed FIMD scheme at the receiver side are explained 

in the following subsections.  

2.2.1. Face detection and selection algorithm 

The algorithm that has been explained in subsection (2.1.1) (from the embedding 

algorithms) is applied as the first stage of the extraction procedure which gives the 

mask image (𝐼𝑀)  at its output.   

2.2.2. Watermark extraction procedure for a single channel 

The input of this algorithm is one channel from the watermarked face image (𝑊𝑐ℎ)  
and the mask image (𝐼𝑀) while its output is the authentication result for the input 

channel image. The steps of this algorithm are as follows:    

1- Read the watermarked channel image (𝑊𝑐ℎ) and the mask image 𝐼𝑀.  

2- Divide 𝑊𝑐ℎ and  𝐼𝑀   into non-overlapping blocks of size (16×16).  

3- Calculate the average of  𝐼𝑀 blocks and classify the 𝑐ℎ blocks into two groups 

called ROI blocks and RONI blocks based on the following rule:  

Average of 𝐼𝑀  block {
= 0 𝑐ℎ 𝑏𝑙𝑜𝑐𝑘 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑅𝑂𝑁𝐼
≠ 0 𝑐ℎ 𝑏𝑙𝑜𝑐𝑘 𝑎𝑡 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑅𝑂𝐼

 

4- Calculate the mean of the ROI blocks and save them for later comparison 

steps.   

5- Transform RONI block using SLT matrix of size (16×16) and divide the 

resultant matrix of coefficients into 4 subbands called (High High (HH) 

subband, High Low (HL) subband, Low High (LH), and Low Low (LL) 

subband) as explained at the embedding procedure.   

6- Extract the hidden binary sub sequences in the transformed RONI blocks 

using the extraction rules from [71]. Then concatenate the extracted sub 

sequences to form one binary sequence.   

7- Remove the zeros that have been added to the sequence in the ‘extend 2’ 

process which has been explained in step 7 of subsection (2.1.2) (from the 

embedding algorithms).    

8- Apply BCH (15,11,1) decoding to convert the resultant binary sequence. 

9- Remove the zeros that have been added to the sequence in the ‘extend 1’ 

process which has been explained in step 5 of subsection (2.1.2).   

10- Convert the resultant binary sequence to 8 bits sub sequences and convert each 

subsequence to decimal to recover the original mean values.  
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11- Compare the extracted mean values from RONI with the calculated mean 

values for ROI in step 4. When the compared mean values are equal then the 

face image is authentic, and the execution stops here. If the compared mean 

values are not equal then the face image is considered not authentic, and the 

algorithm is continued to the next step.    

12- Localize the tampered blocks at which the mean values are not equal by 

drawing a border on each detected tampered block.   

 

Fig. 3. Block diagram of the proposed FIMD scheme at the receiver side. 

2.2.3. Main extraction algorithm   

The input of this algorithm is the watermarked face image (𝑊𝐼𝑓) while its output 

is the authentication and manipulation localization results. The steps of this 

algorithm are as follows:   

1- Read the input watermarked face image (𝑊𝐼𝑓). 

2- Apply face detection and selection algorithm as illustrated in subsection 

(2.2.1).  

3- Select the first channel image (𝑊𝑐ℎ) from the input watermarked face image.  

4- Apply the watermark extraction algorithm for a single channel as illustrated 

in section (2.2.2).  

5- Repeat the steps 3 and 4 to the second and third channels of the input 

watermarked face image.  
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6- Display “Face image is authentic” when the three channels are authentic. Else 

display “Face image is not authentic” and display the face image after 

manipulation localization.   
3. Experimental Results and Discussion 

To test the performance of the proposed FIMD scheme, the experiments have been 

conducted for colour face images with different sizes which have been collected 

from various websites such as [72, 73]; samples of these test are shown in Fig. 4. 

The experimental work includes the face detection and selection test, invisibility 

test, capacity and payload test, and tamper localization test for different face image 

manipulation attacks. The final subsection presents a general comparison with the 

state-of-the-art face image manipulation detection schemes. 

 

Fig. 4. Samples of the face images that have been used in the experiments. 

3.1. Face detection and selection test 

The face detection and selection algorithm has been tested to ensure the ability of 

the detection scheme to accurately select the face area. The experimental results 

proved that the detection scheme is accurate in the detection and selection of the 

face area and there is no false detection result. Samples of the results of the face 

detection and selection test are shown in Fig. 5. 
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Fig. 5. Samples of face detection and selection test results. 

3.2. Invisibility test 

To test the invisibility of the watermarking process which is also refers to the visual 

quality of the watermarked face images, two kinds of experiments have been 

conducted which are subjective and objective evaluation experiments. For 

subjective evaluation, the resultant watermarked face images have been displayed 

to check if any artifacts have been generated in the watermarked face images. The 

results of subjective evaluation proved the ability to embed the detection and 

localization information in the RONI area without generating any artifacts in the 

resultant watermarked image.  

Figure 6 presents samples of the resultant watermarked face images. For 

objective evaluation, the Peak Signal-to-Noise Ratio (PSNR) and Mean Squared 

Error (MSE) have been calculated. Table 1 illustrates the samples of objective 

evaluation results. The results proved the ability of the proposed scheme to generate 

high-quality watermarked face images which is good for the security purposes. The 

results in Table 1 proved that when the size of the face area is small in comparison 

to the size of the original face image, the visual quality of the watermarked image 

will be higher because fewer modifications are conducted in the RONI.  

3.3. Capacity and payload test  

The capacity and payload are different in each image and their values are dependent 

on the size of the original face image and the size of the face area. Table 2 presents 

the results of the capacity test for the test face images that have been shown in Fig. 

4. The capacity is large when the size of the face area is small in comparison to the 

size of the original face image. The capacity is calculated by multiplying the total 

number of RONI blocks by 64 bits because each RONI block can carry 64 bits. The 

payload is calculated based on the total number of ROI blocks, bits of ‘extend 1’ 

process, and bits of ‘extend 2’ process. Table 3 illustrates the details of the obtained 

payload results. The results proved that the larger the number of ROI blocks, the 

higher the payload and vice versa. 
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Fig. 6. Samples of face detection and selection test results. 

Table 1. Invisibility test results for different face images. 

Image name Image size Size of face area MSE PSNR 

Image 1 408×612×3 104×75×3 0.0275 +63.75 dB 

Image 2 347×497×3 90×74×3 0.1503 +56.36 dB 

Image 3 339×508×3 67×56×3 0.0079 +69.14 dB 

Image 4 3054×4581×3 735×684×3 0.0743 +59.42 dB 

Image 5 198×255×3 73×62×3 0.2085 +54.94 dB 

Image 6 344×410×3 108×89×3 0.2298 +54.52 dB 

Image 7 183×275×3 102×88×3 0.1381 +56.73 dB 

Image 8 183×275×3 46×38×3 0.1173 +57.44 dB 

Image 9 4446×2945×3 726×562×3 0.0100 +68.12 dB 

Image 10 2832×4256×3 1368×1201×3 0.0408 +62.02 dB 

Image 11 2003×3000×3 855×762×3 0.1245 +57.18 dB 

Image 12 2973×4460×3 699×553×3 0.0104 +67.96 dB 

Image 13 2000×3000×3 841×662×3 0.0183 +65.51 dB 

Image 14 316×410×3 93×84×3 0.0421 +61.89 dB 

Image 15 2975×4460×3 683×659×3 0.0573 +60.55 dB 

Table 2. Capacity test results for different face images. 

Image name Image size Size of face area 

Total 

number of 

RONI 

blocks 

Capacity 

(bits) 

Image 1 408×612×3 104×75×3 910×3 174720 

Image 2 347×497×3 90×74×3 609×3 116928 

Image 3 339×508×3 67×56×3 631×3 121152 
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Image 4 3054×4581×3 735×684×3 52272×3 10036224 

Image 5 198×255×3 73×62×3 155×3 29760 

Image 6 344×410×3 108×89×3 483×3 92736 

Image 7 183×275×3 102×88×3 145×3 27840 

Image 8 183×275×3 46×38×3 175×3 33600 

Image 9 4446×2945×3 726×562×3 49276×3 9460992 

Image 10 2832×4256×3 1368×1201×3 40546×3 7784832 

Image 11 2003×3000×3 855×762×3 20783×3 3990336 

Image 12 2973×4460×3 699×553×3 49890×3 9578880 

Image 13 2000×3000×3 841×662×3 21107×3 4052544 

Image 14 316×410×3 93×84×3 426×3 81792 

Image 15 2975×4460×3 683×659×3 49538×3 9511296 

Table 3. Payload test results for different face images. 

Image 

name 

Single channel results Payload 

for 

single 

channel 

(bits) 

Total 

payload 

(bits) 

No. 

of ROI 

blocks 

No. of 

bits after 

extend 1 

No. of 

bits 

after 

BCH 

No. of 

bits after 

extend 2 

Image 1 40 330 450 512 512 1536 

Image 2 42 341 465 512 512 1536 

Image 3 20 165 225 256 256 768 

Image 4 2068 16555 22575 22592 22592 67776 

Image 5 25 209 285 320 320 960 

Image 6 42 341 465 512 512 1536 

Image 7 42 341 465 512 512 1536 

Image 8 12 99 135 192 192 576 

Image 9 1692 13541 18465 18496 18496 55488 

Image 10 6536 52294 71310 71360 71360 214080 

Image 11 2592 20746 28290 28352 28352 85056 

Image 12 1540 12331 16815 16832 16832 50496 

Image 13 2268 18150 24750 24768 24768 74304 

Image 14 49 396 540 576 576 1728 

Image 15 1892 15147 20655 20672 20672 62016 

3.4. Tamper localization test 

To test the tamper localization performance of the proposed FIMD scheme, 

different face manipulation attacks have been imposed on the watermarked face 

images. The proposed scheme obtained perfect results in detecting and localizing 

the manipulated blocks in the face region. The accuracy of detection is 100 % and 

there is no false detection for all test images. Samples of the manipulation 

localization results are shown in Figs. 7 to 10 where different manipulation attacks 

have been imposed on the watermarked images such as attributes manipulation, 

retouching attack, expression swap, and entire face swap.  

Figure 7 presents the result for ‘Image 1’ where attribute manipulation attack has 

been imposed on the watermarked image in which the colour of the eyes has been 

changed. Figure 8 presents the result for ‘Image 5’ where expression swap attack has 

been imposed on the watermarked image in which the mouth of ‘Image 2’ has been 

swapped with the mouth of ‘Image 5’. Figure 9 presents the result for ‘Image 1’ where 

face swap attack has been imposed on the watermarked image in which the face of 

‘Image 1’ has been swapped with the face of ‘Image 9’. Figure 10 presents the result 
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for ‘Image 7’ where face retouching attack has been imposed on the watermarked 

image 7 where the cheeks are brightened, and lipstick has been added.  

 

Fig. 7. Manipulation localization result for ‘Image 1’ (attributes attack). 

 

Fig. 8. Manipulation localization result for ‘Image 5’ (expression swap). 

 

Fig. 9. Manipulation localization result for ‘Image 1’ (face swap attack). 
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Fig. 10. Manipulation localization result for ‘Image 7’ (face retouching attack). 

3.5. Comparison with state-of-the-art schemes  

Since the idea of the proposed FIMD scheme is novel, it is not valid to conduct 

direct comparisons with the state-of-the-art manipulation detection schemes. 

Generally, the proposed scheme outperforms many face-image manipulation 

detection techniques. Table 4 presents a general comparison between the proposed 

FIMD scheme and the state-of-the-art schemes in [33-47] which proved the 

efficiency and superiority of the proposed scheme.  

Table 4. General comparison with state-of-the-art detection schemes. 

State-of-the-art detection schemes 

[33-47] 
Proposed FIMD scheme 

Most of the available schemes can 

detect only one type of manipulation 

because they depended in their 

implementation on the methods of 

creating fake or manipulated images 

[33-39].   

The proposed scheme can detect different 

types of manipulation and it does not need to 

know the method of creating fake or 

manipulated images.   

The deep-learning based schemes 

require large datasets for training and 

the detection performance will be good 

only when the input image is close to 

the training set [40-44].    

No training is required in the proposed 

scheme.  

Most techniques relied on supervised 

networks for detection which are time 

and efforts consuming [45-47].   

The proposed scheme is completely 

automatic therefore it is better in terms of 

saving time and efforts.    

False detection results have been 

recorded especially when the input 

image is different from the training 

dataset [41-44]. For instance, the 

maximum accuracy values in [41] to 

[44] are 84.7%, 99.3%, 87.5%, and 

81.6%, respectively.      

The detection accuracy is 100 % and there is 

no false detection.    
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4. Conclusions  

The available face manipulation detection schemes have many limitations and the 

research in this field is very interesting. This paper presents a new manipulation 

detection scheme for digital face images based on face detection and image 

watermarking techniques. The proposed FIMD scheme starts by detecting the face 

box in the image using Multi-Task Cascaded CNN algorithm followed by some 

calculations to select the face area.  

According to the selected face area, a black and white image called mask image is 

generated. The scheme has been implemented for colour images in order to be more 

suitable for the practical applications.  

In the proposed watermarking stage, one channel is selected and divided into 

blocks, then the blocks are classified based on the mask image into two types that 

are ROI blocks and RONI blocks. The manipulation detection and localization data 

are generated from the ROI blocks and embedded in the RONI blocks. The 

watermarking procedure is repeated for the three channels in the colour face image. 

At the receiver side, the manipulation detection and localization data are extracted 

and used to check the authenticity of the received face image and to detect 

manipulation if available.  

The experimental results that have been conducted to test the performance of 

the proposed FIMD scheme proved its efficiency in terms of the visual quality of 

the resultant watermarked face images, the high embedding capacity, and the 

accuracy of detecting and localizing manipulations.  

The accuracy of detection is 100 % and no false detection results have been 

recorded. The scheme can detect different face image manipulations such as 

retouching, expression swap, attribute attacks, and face swap.  

The general comparison with the state-of-the-art schemes proved the superiority 

of the proposed scheme. The work in this paper opens the door for a new direction 

of research in this thriving research field and it can be applied to ensure the 

intactness and safety of the digital face images in different practical applications 

such as online face recognition systems, online access control based on face 

recognition, and others.  
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