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Abstract:  Knowing the type of data is widely required to make better and faster decisions. 

However, the process requires the user to provide information about the configuration of the 

data. This paper presents the first attempt to analyze data to extract it is type automatically 

from multi-dimensional data sets. This is useful not only for experts but also to users, also re-

duces manual search effort. Layers of multi-dimensional data are formed and evaluated, and 

the focus is on the most efficient ones. Experiments on experimental and real data demonstrate 

the efficiency and effectiveness of the proposed method. 

1 Introduction 

Recently, the possibility of generating a visulization representation of the data is popular as the best 

answer. Data visualization is a method of computing that gives the visible form of complex data using 

graphics and imaging technology for the purpose of illustrating invisible information [4] [6]. This 

depends on the idea that the human visual system has ability to handle and interpret large volume of 

data efficiently. The need for a specific data structure is necessary to  make  scientific  processing  

effective,  but  this  possibility  is  often  missing, especially when dealing with large volume of data 

that generate problems for this level of data. 

Most scientific experiments using huge data, so the processing depends on the analytical side to focus 

on the important aspects of this data and extract the most useful things [7]. Thus, data visualization 

with an appropriate data structure can be integrated to get faithful solution of the data fusion [2] [10] 

[12]. 

One of the ways to identify the meaning of data need the right data model. Scientific data contains 

many dependent and independent variables, for example: time, spectral, spatial, etc. Each of these 

variables needs special representation that can be different from the other. As an attempt to add 

something simplistic,  it  is  possible  to  deal  with  a  certain  number  of  variables  for  the purpose 

of reaching a possible solution, as in the regression method [8] [3]. 

The  data  sets  can  be  defined  on  the  basis  of  it’s  set  layers.  Independent variables  are  called  

dimensions,  and  a  number  of  independent  variables  are called data dimensions, which are the 

basic specifications of the data. Data in one dimension are the dependent variables to represent the 

basic parameters. Therefore,  the  study  of  variables  in  one  dimension  is  necessary  to  extract the  

required  information  [11][9].  An  important  thing  for  data  analysis  is  to know  the  relationships  

between  those  data,  in  terms  of  linear  or  nonlinear relationships [5] [1]. 

In this paper, new method to analysis data sets by using data visualization has been suggested. 

Studying the relationship between the data sets and trying to extract what is important in the analysis 

process will be one of the basics used  during  processing. It is possible  to  display  a  visualization  



2nd International Science Conference

IOP Conf. Series: Journal of Physics: Conf. Series 1294 (2019) 032033

IOP Publishing

doi:10.1088/1742-6596/1294/3/032033

2
 

explains  the data fusion, and the right decision in choosing the appropriate processing for this data 

sets is possible. 

2 Methodology 

One of the important things in processing data correctly is to determine the data fusion in terms of 

linear or nonlinear structures. Thus, the focus will be on this aspect by using the data visualization to 

overcome this challenge. The basis  idea  of  the  proposed  method  is  to  preserve  the  relationships  

between data  in  one  dimension  as  well  as  the  other  dimensions.  The  figure  1  gives  a general 

idea of the proposed method. 

 

 

For the data sets under processing are formed in the multidimensions space, this  representation  is  

used  to  illustrate  the  dimensions  (layers)  in  which  the original  data  are  formed.  The  processing  

will  be  focused  of  the  layers  rather than original data sets. Each layer is evaluated based on its 

information, and how closely the data in one layer relate to other. While each area in the single layer 

has an evaluation, the less evaluated areas indicate the weakness of the relationship between this area 

and the rest of the layers. 

The method selects the best layers that have the highest evaluations, where it  is  used  to  determine  

the  structure  of  the  original  data.  The  selection  is done because the rest of the layers contain 

additional useful information when trying to visualize the original data, but they are excluded to focus 

deeply on the  basic  information.  In  the  last  step,  the  low  dimension  space  is  used  for the  

purpose  of  checking  linear  or  non-linear  specifications.  The  preservation of  neighborhood  

relations  as  in  the  original  data  sets  indicates  the  data  sets require to the linear structure, 

otherwise nonlinear structure is a results. 
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The method can deal with large volume data sets, where it represents them in a simpler structure 

without change. It extracts most important information that helps to achieve the goal. Two spaces of 

the same data sets are used, where the first one is the original data sets has n dimensions, and the 

second space is to represent the data sets in 2 dimensions but after excluding n−2 dimensions. The 

relation between data in both spaces is examined by calculating the points neighbours. 

The  process  is  done  by  selecting  a  point  from  the  original  data  sets  and finding its nearest 

neighbouring points. Then, the corresponding point in 2D space is chosen to find its nearest points. 

The relationship between the neighbourhood  in  the  original  space  and  2D  space  is  necessary,  

where  preserving that relation means that data sets have linear structure. Otherwise, they have 

nonlinear structure. The processing can be summarized as the following step: 

1.  Let suppose X  is a data sets in the high-dimensional space has n dimensions. 

2.  X  is defined as set of layers X = {X1, X2, ..., Xn}. 

3.  Xi  is a collection of points describes one particular layer Xi  = (xi1, xi2, ..., xim), 

where i = 1, 2, ...n. 

4.  Each Xi  is evaluated based on their relation with other layers. 

5.  Xp  and Xq  are selected, which are the highest evaluation layers among all Xi, i = 1, 2...n. They 

construct the 2 dimensional space.  

6.  Preservation  of  the  neighbourhood  relation,  between  2 dimensional  space and X  space, is a 

measure of data structure (linearity or nonlinearity) of the X. 
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3 Experimental  Results 

3.1 Data description 

There are four experimental data sets are used; the first three data sets have 1000  points  and  the  

fourth  data  sets  have  48800  points.  The  structure  of neighbourhood relationships among points 

are explained by using colours. 

1.  First data sets: This data are generated as swiss-roll data sets. Figure 2(a) shows the data with their 

relation. As it can be seen, the structure of this set is complex, where specifying their data structure is 

not clear. 

2.  Second data sets: The topology of these data is like a wire around a cylinder, as in Figure 2(b). The 

data structure cannot be easily explored. There- fore, they need to simplify in order to understand the 

data fusion of these data. 

3.  Third data sets: These data sets are demonstrated in the figure 2(c). According to the topology of 

this data sets, they are difficult to interpret the correlations among data points. 

4.  Fourth data sets: These data sets are shown figure 7(a), where it shows the real colour image. 
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3.2 Results and discussion 

The suggested method is applied on the four data sets in Matlab14 environment to solve their problem 

of the data fusion. 

First data sets:  Figure  3(a)  shows  2  dimensional  space  of  the  original data sets, where the 

visualization shows neighbourhood relations between  points are lost. To prove that, Figure 4 is used 

different neighbourhood size when using 6, 8, 10 and 12. The highest percentage is 59.7% shown on 

100 random points at 12 neighbours. While the lowest percentage 47.7% shown on all 1000 points at 

12 neighbours. At 100 random points the percentage average  of  preserving  6  nearest  points  is  

54.5%,  and  the  average  slightly goes up at 8, 10 number of neighbour to reach 59.7% at 12 

neighbour. When  the  random  number  of  the  selected  points  is  increased  to  500,  the percentage  

average  of  preserving  neighbours  is  less  than  in  100  points. Starting from 50.3% at 6 points and 

ending in 47.7% at 12 points. Finally, the whole 1000 point experiment shows almost as the same 

results as 500 random points. The percentage average ranged from 49% at 6 neighbours to  45.7%  at  

12  neighbour.  According  to  this  results,  the  percentages  of preserving neighbours lead to 

conclude this data has nonlinear structure. 

 

Second data sets:  The  results  of  second  data  sets  after  applying  proposed method is demonstrated 

in Figure 3(b). The neighbourhood relation between  points  is  preserved  as  in  the  original  data  

sets.  Figure  5  illustrates  how  neighbours  have  been  preserved  in  each  selected  data  points. The 

highest percentage is 85.5% shown on 500 random points at 8 neighbours.  While  the  lowest  

percentage  65.04%  shown  on  100  random  point at 12 neighbours. The percentages of preserving 

neighbours are more than 65% in all selected points at any number of neighbours. The 500 random 

points has the most significant percentage of neighbours preserving, which is 85.002%. This 

percentage could be obviously seen on  the top of 8 neighbours. The percentages are still high on the 
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same selected data set points 83.90%, 85.0%, 84.32% at 12, 10 and 6 respectively. On the other  hand,  

the  100  selected  data  set  points  has  the  lowest  percentages, where they ranged from 65.04 at 12 

neighbour to 67.87% at 6 neighbour. When using all 1000 points, the preserving the neighbourhood 

relation has good results which is 82.8%. The results of the second data sets prove that these data have 

linear structure. The percentages of preserving neighbours are very high and adequate to explore the 

linearity relationship between these data sets. 
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Third data sets:  The  visualization  on  the  Figure  3(c)  shows  the  third data sets lost their 

neighbourhood relation among points. Figure 6 shows the number of the selected points and the 

number of neighbours. The curves on the figure represents the percentage average of preserving 

neighbours. The preserving of the neighbours in the third data sets is lost, where the best percentage is 

31.003% which is registered in 100 random points at 6 neighbours. However, this number of the 

random points has the worst preserving neighbours percentages which is 27.92% at 10 neighbours. 

Changing in the number of the random points and the number of neighbours did not make a more 

difference; where preserving neighbours keeps weak and percentages still low. On selecting 500 

random points or all 1000 points, the percentages  are  approximately  identical.  They  are  ranged  

from  30%  at  6 neighbours to 28% at 12 neighbours. 

The experimental results conclude the weakness of neighbours preserving is  obvious  with  low  

percentages  in  all  numbers  of  selected  points  at  all numbers of neighbours. None of the 

percentages is exceeded 31.5%. These results make the third data sets has definitely nonlinear 

structure. 

3.3 Real world data sets 

The  dealing  with  real  data  sets  as  colour  image  is  a  good  way  to  prove  the efficiency  of  the  

suggested  method.  The  goal  of  processing  is  to  determine the linearity or non-linearity structure 

of the current image. While the colour image is a data sets have multi-dimensions, the processing 

requires to convert this high dimensional data into a simplified form. 

The  colour  image  is  divided  into  set  of  clusters,  where  each  cluster  has three dimensions: 

                     Image = {C1, C2, ..., Ck}   …… (1) 

           Ci  = {Cir, Cig, Cib},  
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           where /Ci/ = 3D. 

Each cluster Ci, processed separately through deleting one dimension. 

 

 

       C’i  = Ci  − {Cij } ……………. (2) 

       Where /C’i/ = 2D 

The specifying the data fusion of each cluster is the process to be applied in this step. Measuring the 

amount of neighbourhood relation for each colour  is  the  way  by  which  the  cluster  type  is  

assigned.  Then,  the  average  of  the efficiency measure for all image; clusters is the real value, that 

represents the type of the original image data sets being processed. 

           
∑  (  )
 
   

 
 ……….………. (3) 

Processing:  According  to  the  equation  3,  the  amount  of  preserving  neigh- bours  in  each  

selected  numbers  of  clusters  could  be  measured  by  M(Ci)/K. The  figure  7,  illustrates  the  

different  amount  of  neighbourhood  relationship in  each  number  of  clusters.  The  weakest  

amount  of  preserving  neighbours  is 30.856%  registered  when  k  =  3,  while  the  strongest  one  is  

registered  when k  =  7  which  is  34.83%.  This  indicates  to  inadequate  amount  of  preserving 

neighbours,  and  all  other  tested  number  of  clusters  have  a  less  percentage of preserving 

neighbours. The weaker neighbourhood relationship in all clusters demonstrate a low preserving 

neighbours. According to these results, it is easily to conclude the colour image has a nonlinear 

structure. 
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4 Conclusion 

Data visualization of scientific data has been used in this paper to overcome the problem of the data 

fusion. The proposed method focused on the basic information contained in the data sets for the 

purpose of facilitating the analysis process. The method relied heavily on extracting relationships 

between data, which had a major role in getting right conclusions. The process of extracting the 

appropriate data structure has been characterized by being automated to facilitate the task and focus on 

the direction of proper processing. 
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