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Abstract: Feature selection consider one of the essential pre-processing stage of the classification task in machine 

learning. The datasets that used in classification contain irrelevant features that may directly affect the performance of 

the used classifiers. The classification accuracy could be race using appropriate feature selector by reducing the number 

of the extracted features from the datasets. The common and the powerful algorithms that successfully used for feature 

selection task is the optimization algorithms. Based on the searching strategy of butterflies, the Butterfly Optimization 

Algorithm (BOA) is a meta-heuristic swarm intelligence algorithm. Because of its performance, BOA has been applied 

to a wide range of optimization problems. However, BOA has limitations such as reduced population variety and a 

tendency to become locked in a local optimum. Besides, it suffers in converges speed, accuracy, and precision of the 

optimal objective value when optimizing high dimensional problems. Therefore, this paper proposed an accurate 

algorithm based on BOA and Sine-Cosine Algorithm called BOA-SC. The BOA first improved via the update 

equations then hybrid with SC to enhance the local search stage for better optimization results. Using the improvement 

strategy and SC enhance the performance of BOA and solve the lower coverage and local optima issues that BOA 

suffers from. The performance of the proposed hybrid algorithm is evaluated using two assessments via converges 

speed, the accuracy, and precision of the optimal objective value. First, 23 benchmark functions used to evaluate 

proposed algorithm that achieved a high optimization result comparing with six most recent metaheuristic algorithms 

puzzle optimization algorithm (POA), northern goshawk optimization (NGO), coati optimization algorithm (COA), 

swarm bipolar algorithm (SBA), apiary organizational-based optimization algorithm (AOOA), and swarm space 

hopping algorithm (SSHA). The obtained results show that, BOA-SC is better than POA, NGO, COA, SBA, AOOA, 

and SSHA, in 5, 6, 8, 13, 18, 22, and 23 functions. In the second evaluation, the proposed algorithm compared with 

four BOA variants algorithms s-shaped binary butterfly optimization algorithm (S-bBOA), dynamic butterfly 

optimization algorithm (DBOA), chaotic butterfly optimization algorithm (CBOA), and optimization and extension of 

binary butterfly optimization approaches (OEbBOA) which are employed for feature selections methods. The results 

of BOA-SC are funnier than S-bBOA, DBOA, CBOA, and OEbBOA in three distinct datasets (Sonar, Waveform, and 

Spect) by archiving a high classification accuracy 97%, 86%, and 87% as a feature selection algorithm for the 

classification task. 

Keywords: BOA, SC, Optimization, Classification, Feature selection. 

 

 

1. Introduction 

Many biological systems have been developed by 

nature which is assisting them in their survival for 

millions of years. For many real-world problems, 

over time, these natural systems have grown to be so 

resilient and effective [1]. The real-world 

combinatorial or global optimization problems are 

address by several metaheuristic algorithms, 

including Artificial Bee Colony (ABC) [2], Cuckoo 

Search (CS) [3], Firefly Algorithm (FA) [4], Gray 

Wolf Optimization (GWO) [5], Sine-Cosine (SC) [6], 

Butterfly Optimization (BOA) [7], and Particle 

Swarm Optimization (PSO) [8]. In recent years many 

metaheuristics algorithms based on swarm 

intelligence to solve various optimization problems. 

These algorithms are puzzle optimization algorithm 
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(POA) [9], northern goshawk optimization (NGO) 

[10], coati optimization algorithm (COA) [11], 

swarm bipolar algorithm (SBA) [12], apiary 

organizational-based optimization algorithm 

(AOOA) [13], and swarm space hopping algorithm 

(SSHA) [14] and so on.  

A widely used and very effective algorithm of 

optimization is BOA. Butterfly Optimization 

Algorithm (BOA) is a nature inspired metaheuristics 

that solve the global optimization problems via 

mimic’s food search and mating behaviour of 

butterflies. BOA successfully applied in many real-

word problems and achieved a satisfied result. BOA 

has been applied in classification task as a feature 

selection stage using different datasets. Besides, it’s 

also performed better than other algorithms on 

several engineering problems, such as (gear train 

design, spring design, and welded beam design [7]. 

Numerous research studies take feature selection 

into account using different optimization strategies. 

An improved whale optimization algorithm (WOA) 

in [15-16] used for feature selection, in [17] an 

improved version of particle swarm optimization 

(PSO) used in classification task for selecting the 

required features, in [18] Grasshopper optimization 

algorithm (GOA), in [19] used Firefly algorithm 

(FFA) for feature selection, and in [20] Differential 

Evolution (DE) for features selection. 

BOA has been used successfully to solve feature 

selection challenges in machine learning and data 

analysis [4]. The process of discovering and selecting 

a subset of relevant features or variables from a 

broader collection of available features is known as 

feature selection. Enhancing machine learning 

models’ efficiency, lowering overfitting, and 

expediting the training process are the objectives of 

working with a more condensed and informative 

feature set. Number of researches improved the 

performance of BOA and succussfuly applied for 

feature selection task, like s-shaped binary butterfly 

optimization algorithm (S-bBOA) [21], dynamic butterfly 

optimization algorithm (DBOA) [22], chaotic butterfly 

optimization algorithm (CBOA) [23], and optimization 

and extension of binary butterfly optimization approaches 

(OEbBOA) [24].  
This paper proposes an improved BOA approach 

based on the SC algorithm. BOA was improved first 

by utilizing a modified equation, then by combining 

it with the SC algorithm. The proposed solution 

tackles BOA’s low accuracy, coverage area, and local 

search concerns. Twenty-seven benchmark functions 

were used to assess the proposed technique. In 

addition, the performance of the proposed approach 

is compared to that of existing modified algorithms 

for classification tasks using five different datasets 

from the UCI repository. The main contributions of 

the proposed algorithm are represented below: 

• BOA is improved via update equation. 

• BOA is hybrid with SC to solve the local 

search problem that BOA suffer from. 

• The hybrid approach leads for better 

converges speed, and accuracy of the optimal 

objective value. 

• BOA-SC is validated and evaluated using 23 

benchmark functions. 

• The obtained results of BOA-SC are 

compared with six most recent optimization 

algorithms. 

• BOA-SC is employed for feature selection 

task using five datasets and the results are 

compared with four BOA variants algorithms. 

The remaining of the paper structured as 

following: Section 2 describe the literature review 

and Section 3 BOA and SC algorithms are described.  

The proposed algorithm is described in Section 4 and 

the obtained results in Section 4. Last, in Section 6 

the conclusion is stated. 

2. Literature review 

Number of researches proposed new 

metaheuristics algorithms in recent years for solving 

different optimization problems. These algorithms 

based on various mathematic models to mimic the 

behaviour of the swarms. Besides, some researches 

consider improving the BOA for better optimization 

results and classification accuracy. In this part both 

aspect is reviewed and discussed.   

In gaming based metaheuristic group, Puzzle 

Optimization Algorithm (POA) is proposed to solve 

various optimization problems. The main idea of the 

algorithm is to solve the puzzle via the cooperation 

between the players by putting the puzzle pieces into 

its right places (pattern) which is consider the optimal 

goal of the puzzle. The best player leads the others 

for the optimal solutions. Two steps are used for 

completing the puzzle process using POA process. 

First, each player imitates other players to complete 

his/her puzzle. In the second step, the player who is 

not able his puzzle, will get a help from other players 

to complete the puzzle pieces [9].       

Another recent algorithm is northern goshawk 

optimization (NGO) which is proposed to solve 

different optimization and real word problems. NOG 

is a bird of hunting prey that using the hunting 

strategy as the optimization process. Each population 

member considers a solution in NGO to determine the 

variables values. The hunting strategy has two phases. 

The first phase is identifying the prey via global 

search (exploration) by randomly selecting the prey 
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then attack it directly. Thus, aim to select the optimal 

area. While the second phase is tailing and chasing 

the prey. NGO chase the prey when its escape using 

the high speed ability which make the NOG chasing 

the prey in every situation via the local search 

(exploitation). After updating the population 

members in the two phases and completing the last 

iteration, the best solution of NGO [10].        

Another new metaheuristic algorithm is the Coati 

Optimization Algorithm (COA) which is simulates 

the behaviour of coati in nature.  In COA two nature 

behaviour is used. First one is attacking and hunting 

iguanas (exploration). The second one is escaping 

from the predators (exploitation). When the COA 

attack the prey, its separated into two groups. The 

first group scare the prey by climbing the tree, and the 

second group catch the fallen prey under the tree.  

The position of prey in COA design, is considered the 

best member of the population. However, the two 

COA behaviours depend on the only position 

information [11].  

One the most recent metaphor-free metaheuristic 

search algorithm is Swarm bipolar algorithm (SBA). 

SBA used swarm intelligence and bipolar disorder to 

solve the complex problems. In order to diversify the 

searching process, SBA split the swarm into two 

equal size sub swarms. In each sub swarms there will 

be an elected leader based on its quality. Four 

references are used in SBA which are: the finest 

swarm members, the finest sub swarm members, the 

middle between two sub swarm members, and the 

randomly selected sub swarm members from the 

opposite one. Splitting the swarm and using four 

references enhance the exploration of the SBA to 

avoid the local optimal by diversify the motion of the 

swarm [12].  

Another recent algorithm is apiary 

organizational-based optimization algorithm 

(AOOA) which is inspired by the complex 

organizational behaviour of the honeybees inside the 

apiary.  The mathematical model of AOOA is 

developed using seven phases that translated from the 

queen, workers, and drones, activities inside the 

apiary. These phases are: initialization, drones 

exchange, queen fertilization, worker’s lifecycle, 

queen investiture, fading out, swarming. The seven 

phases work together to find the problems optimal 

solutions [13].  

Swarm space hopping algorithm (SSHA) is 

another recent algorithm that inspired by space 

hoping where the agent makes a large jump in the 

search space in order to explore a new region. SSHA 

contains three different searches. First search is the 

directed search which is the motion toward the high 

quality agents.  The second search is the directed 

search which is the motion toward the resultant of the 

better agents. The third search is crossover search 

which is the crossover between the agent and 

randomized solution in the first or second half of the 

space [14]. 

In another hand, number of algortihms are 

proposed to improve the performance of BOA and 

applied in the classification task of the machine 

learning. 

Arora et al. (2020) method used two-objective 

fitness function (maximizing the classification 

accuracy, and minimizing the number of selection 

features) for calculating the fitness of solutions. A 

sigmoid function was used to keep the solution in 

binary space. Researchers proved the adaptive 

mechanism in the S-bBOA algorithm is capable to 

accelerate the convergence with respect to the 

number of iterations, make the exploration and 

exploitation balanced in order to avoid a large 

number of local solutions in feature selection 

problems, and find an accurate estimation of the best 

solution. Therefore, this method demonstrated a 

better performance in comparison to some other 

optimization algorithms. [21]. 

Mohammad et al. (2020) proposed a solution for 

feature selection problem via a dynamic BOA called 

DBOA in order to reduce the number of extracted 

features, thus maximize the classification accuracy in 

the machine learning approaches.  The local optimum 

is overcome by improving the solutions diversity via 

Local Search Algorithm based Mutation (LSAM). 20 

UCI benchmarks datasets are used to evaluate the 

performance of DBOA. Authors mentioned that, 

DBOA achieved a high accuracy results comparing 

to other optimization algorithms results [22]. 

Asmaa et al. (2020) proposed chaotic butterfly 

optimization algorithm (CBOA) by integrating 

chaotic maps and BOA to increase the diversity and 

avoiding the local minima. In CBOA, chaotic maps 

invoked for updating the butterfly positions instead 

of using the random variables in the standard BOA. 

CBOA then transferred into binary search for better 

search results. CBOA tested using 16 benchmark 

datasets, compared with 6 metaheuristic algorithms 

and achieved a high accuracy results 95% [23].  

In Zhang et al. (2020), the authors proposed a 

novel improved binary butterfly optimization 

approaches with various strategies for feature 

selection called Optimization and Extension of 

Binary Butterfly Optimization Approaches 

(OEbBOA). The proposed approaches try improve 

the structure of the binary Butterfly Optimization 

(bBOA) to enhance its classification accuracy, 

dimension reduction and reliability in feature 

selection task for who are interested in the fields of 
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data mining and pattern recognition. These 

approaches are applied to reduce the randomness of 

bBOA’s initialization and local search process. The 

proposed approaches (OEbBOA) are tested with the 

K nearest neighbor classier in which twenty UCI 

datasets and seven recent algorithms are utilized to 

assess the performance of the OEbBOA algorithm. 

The experimental results and nonparametric 

Wilcoxons rank sum test confirm the efficiency of the 

proposed OEbBOA in maximizing classification 

accuracy while minimizing the number of features 

selected [24]. 

All the abouve mentioned optimization 

algorithms still suffer from the local minima, 

converges speed, and accuracy issues. Although, 

several algorithms improved the obtained results for 

solving the optimization problems via various 

enhancement, the problems still need an optimal and 

accurate algorithm. This open research is, inspired us 

for propose the BOA-SC algorithm to overcame the 

gaps in other optimization algorithms. 

3. Butterfly optimization algorithm (BOA) 

[6] 

BOA is a new metaheuristic that was introduced 

in 2015 (Arora and Singh).  The recently developed 

nature inspired meta-heuristic known as BOA 

imitates the searching and pairing habits of butterflies. 

The following features of the butterfly are expected 

in a BOA framework: 

▪ Butterflies are drawn to one another by a scent 

that releases. 

▪ Butterflies search randomly or in reaction to 

the one with the strongest scent. 

▪ The butterfly stimulus’s strength is found 

using the landscape of the desired function. 

Eq. (1) provides the scent (f), which is computed 

as a function of butterfly motivation strength. 

 

𝑓 =  𝑐𝐼𝑎      (1) 

 

Where the power exponent that is dependent on 

modality is represented by a, and the sensory 

modality by c. The a and c have values that fall 

between 0 and 1, or c ∈ [0, 1]. I stand for intensity 

of stimuli. 

The two main stages of BOA are global and local 

search. In the global search stage, the butterfly uses 

the following Eq. (2) to move toward the ideal 

location (g*) depending on the fitness threshold of the 

objective function: 

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + (𝑟2 × 𝑔∗ − 𝑥𝑖
𝑡) × 𝑓𝑖   (2) 

 

The optimal current location is indicated by g*, 

and x is a vector that reflects the ith butterfly location 

at time t. r is a randomly produced value that falls 

between 0 and 1. The following Eq. (3) provides the 

local search phase: 

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + (𝑟2 × 𝑥𝑗
𝑡  −  𝑥𝑘

𝑡) × 𝑓𝑖   (3) 

 

Where x and r, are vectors that appear as jth and 

kth butterflies’ location at time t. r and 𝑓 are random 

number and scent correspondingly. 

Given that the butterfly can forage and look for a 

mate in any phase (global) or (local) any step can be 

used. However, some natural disasters may have an 

impact on this, therefore an extra probability 

parameter (p) serves as an alternate of local and 

everywhere search. The complete steps of the BOA 

algorithm are illustrated in the Alg. (1) below. 

 

Algorithm 1: BOA 

Input: Populations 

Output: Best solution 

Begin 

set up the population of n butterflies (b) 

 𝑋 = (𝑥1, 𝑥2…  𝑥𝑛) with (𝑑). 
set the values of parameters (𝑎, 𝑐, 𝑎𝑛𝑑 𝑝) 

assess the strength of stimulus (𝐼𝑖) at 𝑥𝑖  
While some termination criteria not met do 

           For each 𝑏 in X do 

                 A random number 𝑟 is generated 

               If 𝑟 < 𝑝 then 

                 Perform global search using Eq. (2) 

               Else 

                 Local search using Eq. (3) 

               End If 

          End For 

          Update 𝑎 ‘s value 

End While 

Optimal results achieved. 

End 

 

4. Sine cosine algorithm (SC) [7] 

SC is a population-based meta-heuristic method 

that was recently developed and depend on the 

mathematical criteria of sin-cos functions. Using the 

below equations, this algorithm adjusts automatically 

the locations after producing the random starting 

solutions: 
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{
 
 

 
 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝐴

× sin(𝑟1)  × |𝑟2 × 𝑥𝐵𝑒𝑠𝑡 − 𝑥𝑖
𝑡| 𝑖𝑓 𝑟3 < 0.5

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝐴

× cos(𝑟1) × |𝑟2 × 𝑥𝐵𝑒𝑠𝑡 − 𝑥𝑖
𝑡| 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (4) 

 

xi
t denotes the ith solution’s location at iteration t, 

xBest denotes the population’s best solution, r1 is a 

random number between 0 and 2, r2 is the best 

solution’s random weight within a range of -2 to 2, r3 

is a random number between 0 and 1, and the symbol 

| | stands for absolute value. When the value of r3 is 

smaller than 0.5, the potential solution updates its 

location using the sin-cos function. The function that 

helps maintain a balance between the exploration and 

exploitation of a search space represented by the 

parameter A as the following equation: 

 

𝐴 = 2 − 2 (
𝑡

𝑡𝑚𝑎𝑥
)     (5) 

 

The sine-cosine algorithm’s complete steps are 

listed in Alg. (2) below. 

 

Algorithm 2: Sine-Cosine (SC) 

Input: Populations 

Output: Best solution 

Begin 

Init.: Set up a collection of search agents (or 

solutions) (X).   

Do assess every search agent according to the goal 

function.  

       Adjust the best answer found thus far (P=X^*).  

       Refresh r1, r2, r3, and r4.  

       Utilizing Eq. (4), adjust the search agents’ 

locations.  

While (t < max total of iterations)  

Return the global optimum, which is the best 

solution found thus far.  

End 

 

5. Proposed work (BOA-SC) 

The proposed approach enhances the BOA 

algorithm with the SC algorithm. The notation table 

has been given in Table 1. Because the BOA 

algorithm has two key stages, global search and local 

search, the butterfly uses Eq. (2) to find the fittest 

butterfly/solution g* in the global search stage. The 

local search, on the other hand, is represented by Eq. 

(3), which is a local random walk. 

The BOA was able to achieve high accuracy 

results in the majority of test cases during the global 

search stage.  

Table 1. Notation table 

Notation Meaning 

𝑓 
The perceived magnitude of the 

fragrance 

c The sensory modality 

I The stimulus intensity 

a 
The power exponent dependent on 

modality 

𝑥𝑖
𝑡 

The solution vector 𝑥𝑖 for 𝑖th butterfly 

in iteration number t 

𝑔∗ 
The current best solution found 

among all the solutions in current 

iteration 

𝑓𝑖 Fragrance of 𝑖th butterfly 

r A random number in [0, 1] 

𝑥𝑗
𝑡 

jth butterflies from the solution 

space 

𝑥𝑘
𝑡  

kth butterflies from the solution 

space 

p 
Switch probability between common 

global search to intensive local search 

r1 Random number in [0, 2] 

r2 Random number in [-2, 2] 

r3 Random number in [0, 1] 

𝑥𝑖
𝑡 

The position of the current solution in 

i-th dimension at t-th iteration 

pi 
Position of the destination point in i-th 

dimension 

t The current iteration 

T The maximum number of iterations 

𝑟𝑚 A random number in [0.3, 0.9] 

TP True positive 

TN True negative 

FP False positive 

FN False negative 

 

 

However, during the local search stage, the random 

walk may result in the worst solutions. Besides, BOA 

suffer from converges speed, accuracy, and precision 

of the optimal objective value. In the proposed 

algorithm BOA-SC, two stages will be applied to 

improve the performance of the standard BOA. First, 

adding a setting variable to the local search phase in 

the original equation. Second, using SC algorithm to 

address the BOA problem issue by employing Eqs. 

(4) and (5) for a better search process during the local 

search stage. Fig. 1 illustrates the main steps of the 

BOA-SC when the contributions stage is ssurrounded 

by red line. 

In order to identify the attractive areas in the 

search area, various solutions are integrated using the 

SC algorithm amid the exploration phase, which has 

a high randomness rate via an abrupt set of results. 

However, during the exploitation phase a progressive 

change in the random solutions is observed, and  
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Figure. 1 Proposed Algorithm 

 

 

random variations are significantly lower than during 

the exploration phase.  

To avoid the local minima, issue in the BOA 

algorithm, Eq. (3) in the proposed approach is 

modified by adding a random variable (𝑟𝑚) in the 

range (0.3 - 0.9) which are specified after many 

experiments. The BOA algorithm’s modified 

equation is shown below: 

 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + (𝑟2 × 𝑥𝑗
𝑡  −  𝑥𝑘

𝑡) × 𝑓𝑖 + 𝑟𝑚  (6) 

 

Adding the rm variable leads for better diversity 

and search space which make the BOA search in 

different space if there is no better solution in the 

current space, thus avoiding the local search 

weakness.  

Eqs. (4) and (5) of the sine and cosine are used for 

location updating in SC algorithm. These two 

equations are combined to be used as in Eqs. (7) and 

(8). 

 

xi
t+2 = xi

t+1 + A × sin(r1) × |r2 × xBest − xi
t|  (7) 

 

xi
t+2 = xi

t+1 + A × cos(r1) × |r2 × xBest − xi
t|  (8) 
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Here the 𝑥𝑖
𝑡+2  is first updated based on the 

current solution of the BOA algorithm that obtained 

by Eqs. (2) and (3), then the rest of the results will be 

based on the sine cosine Eqs. (4) and (5) which will 

achieve the best possible coverage search area.  

Hybrid the sine-cosine equation with the BOA 

equations for the local search stage makes the address 

the converges speed issue that BOA suffer from via 

testing the incoming parameters and select the write 

equations to feed that parameter for better 

optimization results. The BOA-SC start with 

initializing the population Xi then defining the 

required parameters like population size, maximum 

number of iterations, switch probability, sensor 

modality, and power exponent. After that the fitness 

function f(x) for each butterfly is computing to find 

the possible optimal solution. The scent is then 

calculated f for each butterfly.  

Here the movement of the butterfly will depend 

first on the scent, probability switch, and sine-cosine 

equations. For the global search the butterfly will 

move to the best solution with a probability of 1-p. 

However, in the local search the butterfly will teste 

via other condition to move towards sine or cosine 

equations.  The position and scent then updated after 

the movement process then best solution is tracked 

during the selected iterations. Alg. (3) illustrates the 

proposed algorithm steps. 

 

Algorithm 3: Proposed BOA-SC 

Input: Populations 

Output: Best solution 

# Begin 

1 Start the population Xi (i=1....n). 

2 Determine the fitness function f(x). 

switch probability (p), Sensor modality (c) and 

power exponent (a) are all defined. 

3 While requirements for halting are not satisfied do 

4        For each butterfly (g*) in the population, 

         generate a random number r, r1, r2.             

5         If r1 < (𝑝)  
6                 Move to the best butterfly Eq. (6) 

7            Else If 𝑟2 < 0.5 

8                      Move using sine Eq. (7) 

9            Else 

10                    Move using cosine Eq. (8) 

11           End if 

12      End for 

13     Update 𝑎 value 

14 End while 

15 Return best solution 

# End 

 

Using the hybrid approach in the proposed BOA-

SC algorithm by modifying the local search equation 

then using sine-cosine equations enhancing the 

performance of the proposed algorithm by selecting a 

minimum number of relevants features from the 

extracted features in the classification task. This 

selection reduces the number of the selected features, 

reduce the classification time and maximize the 

classification accuracy. 

6. Results 

The suggested technique is tested using 23 

benchmark procedures within a Windows 

environment using MATLAB software. Several well-

known metrics (mean, standard deviation, best, and 

worst) are used for evaluation. Table 2 shows the 

impact of using the improved version of BOA 

algorithm on the obtained results. 

 
Table 2. Result of BOA-SC algorithm 

Fun. Best Worst SD Mean 

𝑓1 0 0 0 0 

𝑓2 0 0 0 0 

𝑓3 0 0 0 0 

𝑓4 0 0 0 0 

𝑓5 4.7x10−06 3.4x10−06 2.8x10-05 
2.38x10-

06 

𝑓6 0 0 0 0 

𝑓7 0 0 0 0 

𝑓8 2.3x10−18 2.9x10−18 
2.77x10−

21 

2.66x10−

20 

𝑓9 4.9x10−02 8.2x10−02 
9.88x10−

05 

6.62x10−

01 

𝑓10 -9.4x10 − 9.6x10 -2.39x10 -9.56x10 

𝑓11 0 0 0 0 

𝑓12 0 0 0 0 

𝑓13 0 0 0 0 

𝑓14 3.3x10+02 8.7x10+02 
2.12x10−

05 

6.06x10-

02 

𝑓15 -1.0x10 -1.0x10 0 -1.0x10 

𝑓16 -4.5x10 -1.3x10 
2.48x10−

11 

-

2.97x10+

01 

𝑓17 0 0 0 0 

𝑓18 
2.8 

x10−15 
8.4x10−15 7.8x10−22 5.6x10−2 

𝑓19 0 0 0 0 

𝑓20 -1.9x10 -8.5x10 
-

1.9x10+02 

-

5.23x10+

02 

𝑓21 0 0 0 0 

𝑓22 0 0 0 0 

𝑓23 0 0 0 0 
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Table 3. Result of BOA-SC and other Algorithms 

Fun.  BOA-SC POA NGO COA SBA AOOA SSHA 

𝑓1 
Mean 0 3.63 6.69x103 1.34x103 0 0 0.46 

SD 0 1.39×101 3.89x103 4.03x102 0 0 0.42 

𝑓2 
Mean 0 0 2.89x1041 0 0 0 0 

SD 0 0 1.32x1042 0 0 0 0 

𝑓3 
Mean 0 3.22×104 1.26x105 6.44x104 2.55 0 1.04x103 

SD 0 2.97×104 6.04x104 3.62x104 4.02 0 1.35x103 

𝑓4 
Mean 0 3.58×101  5.02x10 3.44x101 0 0 0.53 

SD 0 2.97×101 1.64x10 1.24x101 0 0 0.22 

𝑓5 
Mean 2.38x10-06 8.23×105 2.40x106 3.16x105 4.89x101 3.24 5.42x10 

SD 2.80x10-05 3.69×106 1.92x106 2.46x105 0.05 3.2 4.2573 

𝑓6 
Mean 0 6.99×101 6.22x103 1.27x103 9.93 4.11 1.15x10 

SD 0 2.99×102 4.46x103 5.28x102 0.45 0.86 0.76 

𝑓7 
Mean 0 0.21 2.59 0.55 0 0 0.03 

SD 0 0.63 2.09 0.30 0 0 0.02 

𝑓8 
Mean 2.66x10−20 -2.23×103 -2.90x103 -4.53x103 -3.61x103 -6.50×102 -2.78x103 

SD 2.77x10−21 4.41×102 4.87x102 8.61x102 4.56x102 8.70×102 3.50x102 

𝑓9 
Mean 6.62x10−01 1.54 4.52x102 2.02x102 0 0 0.65 

SD 9.88x10−05 6.72×101 5.10x10 5.07x101 0 0 0.83 

𝑓10 
Mean -9.56x10 5.55 1.23x10 6.59 0 0 0.14 

SD -2.39x10 7.25 2.68 1.01 0 0 0.09 

𝑓11 
Mean 0 0.85 4.87x10 1.65x101 0 0 0.17 

SD 0 2.08 2.52x10 7.6192 0 0 0.22 

𝑓12 
Mean 0 1.81 1.54x106 2.06x103 0 0.025 1.08 

SD 0 0.24 4.48x106 5.88x103 0.15 0.065 0.12 

𝑓13 
Mean 0 1.29x106 7.04x106 1.50x105 3.11 1.93 3.44 

SD 0 5.13x106 9.28x106 2.44x105 0.02 0.72 0.15 

𝑓14 
Mean 6.06x10−02 9.73 2.89x10 9.54 7.77 0 8.67 

SD 2.12x10−05 4.24 5.28x10 4.20 4.38 0.52 3.55 

𝑓15 
Mean -1.00x10 0.10 0.03 0.011 0 0.01 0 

SD 0 0.05 0.02 0.011 0 0 0.02 

𝑓16 
Mean -2.97x10+01 -0.43 0.83 -0.98 -1.02 0 -0.98 

SD 2.48x10−11 0.45 0.23 0.14 0 0.06 0.07 

𝑓17 
Mean 0 2.59 1.42 0.53 0.44 0 0.45 

SD 0 3.03 1.75 0.33 0.09 0 0.13 

𝑓18 
Mean 5.67x10−20 3.92x101 3.09x10 1.30x101 8.60 3.00 1.66x10 

SD 7.82x10−22 0 2.07x10 2.12x101 1.04x101 0 1.48x10 

𝑓19 
Mean 0 -0.04 -0.04 -0.04 -0.04 -0.81 0 

SD 0 0 0 0 0 0 0 

𝑓20 
Mean -5.23x10+02 -1.11 -2.15 -2.68 -2.69 0 -2.81 

SD -1.99x10+01 0.56 0.46 0.35 0.35 0 0.26 

𝑓21 
Mean 0 -0.41 0 -2.10 -4.18 -4.7371 -2.84 

SD 0 0.09 0.64 0.35 1.47 0.14585 1.45 

𝑓22 
Mean 0 -0.47 -1.07 -2.01 -3.47 -7.5457 -2.97 

SD 0 0.19 0.70 0.93 0.98 0.9718 1.49 

𝑓23 
Mean 0 -0.61 -1.11 -2.47 -3.64 -6.5499 -3.10 

SD 0 0.22 0.31 1.14 1.66 0 1.71 
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Table 3 shows that the proposed algorithm 

outperformed the other algorithms in seven 

benchmark functions (F5, F6, F8, F13, F18, F22, and 

F23). Furthermore, all metrics show an improvement 

in the rest of the benchmark function results.  

On the other hand, the proposed algorithm’s 

results are compared to recent optimization 

algorithms such as puzzle optimization algorithm (POA), 

northern goshawk optimization (NGO), coati optimization 

algorithm (COA), swarm bipolar algorithm (SBA), apiary 

organizational-based optimization algorithm (AOOA), and 

swarm space hopping algorithm (SSHA). Experimental 

shows an outperforms of the proposed algorithm 

comparing to other algorithms in the majority of the 

twenty-three benchmark functions as shown in Table 

3. The best results that clarify the performance of the 

proposed algorithm over other algorithms are 

obtained in the benchmark functions (F5, F6, F8, F13, 

F18, F22, and F23). However, in four functions (F9, 

F10, F14 and F16), the AOOA outperformed the 

proposed algorithm, while in (F9, F10 and F15), the 

standard SBA outperformed the proposed algorithm. 

Besides, SSHA outperformed the BOA-SC in (F15) 

functions. 

6.1 Feature selection results 

This section compares proposed BOA-SC 

algorithm as the best one among other algorithms. 

The standard BOA and SC are the algorithms used in 

this comparison in order to evaluate the performance 

of BOA-SC algorithm in the classification task.  

For evaluating the performance of the propose 

algorithm, K-Nearest Neighbor (KNN) [26], and five 

datasets from the UCI machine learning repository 

[27] (Sonar, Waveform, Spect, Ionosphere, and 

Spambase), which are listed in Table 4 below are 

used. 

In Table 5 the obtained classification accuracy of 

the shows that the proposed BOA-SC is 

outperformed the standard BOA and SC in all used 

datasets via selecting the appropriate features and 

maximize the classification accuracy. 

Moreover, Table 5 shows the classification 

accuracy comparison for the five different datasets. 

On these datasets, in classification accuracy the 

proposed BOA-SC outperforms the standard SC and 

BOA algorithms in all five datasets.  

 

 
Table 4. The Experimental of the Datasets 

No. Used Dataset No. of Features No. of Instances 

1 Sonar 60 208 

2 Waveform 21 5000 

3 Spect 22 267 

4 Ionosphere 34 351 

5 Spambase 57 4601 

 

 
Table 5. Accuracy of BOA-SC and Standard Optimization Algorithms 

No. Dataset BOA-SC BOA SC 

1 Sonar 0.97156 0.84202 0.85329 

2 Waveform 0.86221 0.82687 0.83093 

3 Spect 0.87750 0.76597 0.77908 

4 Ionosphere 0.94767 0.88374 0.88091 

5 Spambase 0.93778 0.90601 0.90626 

 

 
Table 6. Accuracy of BOA-SC and BOA Variants 

No. Dataset BOA-SC S-bBOA [28] DBOA [29] CBOA [30] OEbBOA [31] 

1 Sonar 0.97156 0.93620 0.96138 0.94200 0.95140 

2 Waveform 0.86221 0.74290 0.84423 0.80300 0.83100 

3 Spect 0.87750 0.84630 0.86.546 0.82900 0.85160 

4 Ionosphere 0.96567 0.90700 0.95488 0.97700 0.96650 

5 Spambase 0.93778 0.91115 0.94136 0.90911 0.91400 

 

 

BOA-SC finer than the BOA in classification 

accuracy from about 3-13% and SC about 3-12% for 

all datasets. The obtained results using Spect dataset 

yielded the highest accuracy when compared to other 

algorithms. 
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Another comparison is performed between the 

proposed algorithm and other BOA variants that 

proposed by other authors as illustrated in Table 6. 

Form the obtained results have observed that, the 

proposed algorithm achieved a high classification 

accuracy in three datasets (Sonar, Waveform, and 

Spect). However, in Spambase dataset the outcomes 

of the proposed algorithm are lower than DBOA and 

in Ionosphere dataset its lower than CBOA. In 

summary, the results demonstrate that BOA-SC can 

achieve higher classification accuracy on most 

datasets than other current feature selection 

algorithms. 

In Spambase dataset, the proposed BOA-SC 

algorithm achieved the second best classification 

results with higher than CBOA result by 3.3% and 

lower than the highest results by 1.6% that obtained 

by DBOA. While in Ionosphere dataset, the proposed 

BOA-SC algorithm achieved the third best 

classification results with higher than s-bBOA result 

by 6% and lower than the highest results by 1.1% that 

obtained by CBOA. 

7. Performance analysis 

In this section in-depth discussion and analysing 

of the BOA-SC results for solving the optimization 

problems is presented. The discussion grouped into 

two parts of the performance analysis: benchmarks 

functions and feature selection results comparison.  

In the first part, BOA-SC is superior from POA, 

COA, and SSHA in solving 6 out of 7 unimodal 

benchmark functions F1-F7. However, it 

outperformed NGO in 7 of 7 functions F1-F7 in mean 

fitness. While it outperformed SBA in 5 out of 7 of 

the F1-F7 unimodal benchmark functions. Besides, 

it’s finer in 2 out of 7 functions than AOOA.  

In another hand, BOA-SC outperformed POA, 

COA, NGO, and SSHA in 6 out of 6 multimodal 

benchmark functions F8-F13. While it is 

outperformed SBA in 5 out of 6 multimodal functions. 

Meanwhile it is outperformed AOOA in 3 out of 6 

multimodal functions.  

In the fixed dimension multimodal functions, the 

BOA-SC was finer than POA, COA in 10 out of 10 

in mean fitness of fixed dimension multimodal 

functions. The performance of BOA-SC was better 

than NGO and SBA in 9 out of 10 functions F14-F23. 

While it was better than SSHA in 8 out of 10 fixed 

dimension multimodal functions. However, BOA-SC 

overcame AOOA in solving 6 out of 10 functions 

F14-F23. Thus, BOA-SC was finer in solving 5, 6, 8, 

13, 18, 22, and 23 functions than all other compared 

optimization functions.  

In the second analysis part, the effectiveness of 

the proposed BOA-SC algorithm is assed using the 

classification accuracy in Eq. (9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+ 𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
    (9) 

 

Where TP is the true positive class that correctly 

classified, TN is true negative class that classified 

correctly, FP is false positive class that incorrectly 

classified, FP is false negative class the classified 

incorrectly by the classifier. 

The obtained classification results in Table 6 

show that BOA-SC is highly accepted due its 

superiority among other algorithms using 5 standard 

datasets. BOA-SC is outperformed S-bBOA in 5 out 

of 5 classification accuracy. While it was 

outperformed OEbBOA, DBOA and CBOA in 4 out 

of 5 classification accuracy.  

In general, BOA-SC is outperformed S-bBOA, 

DBOA, CBOA, and OEbBOA in 3 out of 5 datasets 

which are (Sonar, Waveform, and Spect) by within 

classification accuracy 97%, 86%, and 87%. 

8. Conclusion 

An accurate optimization algorithm based on the 

BAO and SC algorithms for solving the features 

selection problem in data classification called BOA-

SC is proposed. It solves the low coverage and local 

optima issues that BOA suffer from based on the 

behaviour of butterfly and the sine cosine algorithms. 

The proposed algorithm is evaluated using 23 

benchmark functions and the results showed that 

BOA-SC being better than POA, NGO, COA, SBA, 

AOOA, and SSHA, in 5, 6, 8, 13, 18, 22, and 23 

functions respectively. Besides, BOA-SC applied in 

classification task using five different datasets which 

are (Sonar, Waveform, Spect, Ionosphere, and 

Spambase) and achieved a high classification 

accuracy 97%, 86%, and 87% in three datasets (Sonar, 

Waveform, and Spect). The improvement in the 

algorithm solves the low coverage issue and give the 

algorithm better diversity to find other are of 

solutions using behaviour search of SC. The 

proposed algorithm can be employed in future work 

for solving a high dimension problem in real world 

via working with the modern optimization algorithms 

and deep learning models. 
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