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ABSTRACT   

Artificial neural networks (ANN) is considered one of the most efficient methods in processing Big Data, 

they have a great potential in economics and engineering applications. The aims of this paper is to discuss 

the best method for forecasting time series by comparing the results of ANN and Box and Jenkins methods 

(BJ) or ARMA models. As well as finding the best curve fitting and forecasting for linear or semi linear 

model.  In this paper uses 3 error indicators to measure the efficiency of forecasting for the forecasting 

performance. The most important conclusion of this paper Proved that artificial neural networks are more 

effective than Box-Jenkins method or ARMA models in solving time series. The results also proved that 

artificial neural networks are significantly improving errors in the results and this is the ambition of all 

researchers. 
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1. Introduction 

Featuring the information revolution in the past few decades stands for a great advancement achieved in the 

field of data accusation and data processing, thus resulting in a new phenomenon termed as Big Data. With 

massive amounts of data being collected every second from various sources, those fitting under one if not more 

of the characteristics of big data, manly Volume, Variety, Velocity and Veracity. Therefore, emerges the 

necessity to find means to process and analyze such considerable data sets.  Artificial Neural Networks (ANN) 

has received great attention from researchers and scholars as a method to handle such data sets, because of their 

ability to identify patterns in the data, thus forecast future data instances without the need for a predefined 

model.  

Although, the work on synthesizing a model for data management from the biological nervous systems has a 

longer history, but the advancement in processing power abilities of hardware and distributed processing was 

the main reason it became feasible and practicable solution. Hence, it opens a wide horizon for research in the 

field of ANN to identify its quality and efficiency in data processing and analysis [1]. 

Artificial neural networks have the ability to solve any model, whether linear, semi-linear or non-linear, 

because of the property of self-learning. It is very useful to solve time series without the need to diagnose the 

model that is required by traditional models. In this paper, a free model has been proposed by the Back 

Propagation Network, which can solve any time series whether linear, semi-linear or nonlinear.  
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Many researchers has established that ANNs are one of the most accurate and widely used forecasting models 

that have enjoyed fruitful applications in forecasting, social, economic, engineering, foreign exchange, stock 

problems, etc. In general, neural networks consist of three layers: input, hidden and output. Each layer has a 

nodes’ set, this layer is connected to weights representing neural dendrites, and the computational algorithms 

are followed in the contract of the logistics function. [2-4]. On the other hand, the Box and Jenkins methods 

(BJ) or ARMA models are good classical methods, to be compared with ANN, which are very powerful. One 

of the Defects of the Box and Jenkins method (BJ) is its reliance on past observations and the misdiagnosis of 

the model, while artificial neural networks have the property of self-learning and training with any model or 

time series [5] [6] [7] [8]. The approach of using the different types of ANN has been applied in various filed of 

science as in the work of numerous researchers [9], [10], [11], [12]. Moreover the selection of the ANN as a 

method for improving forecasting has been adopted by a significant number of researchers [13-15].  It was the 

application of a well-known real data set was the energy data for Iraq crude oil production from 1998 to 2015. 

To reach the best curve-fitting model or series by using traditional and modern methods, where oil in Iraq and 

the Middle East is the mainstay of the national economy and the main and sole source of Budget income for the 

country. The rest of the paper covers the methodology, practical application, results’ discussion and conclusion.  

2. Methodology  

In this section, the methodology phases to conduct this research are introduced. The first phase is to provide a 

review of the relevant theoretical base for the research, thus covering the time series and methods used to 

handle them, the proposed model and the classical model, in order to set the basic theoretical background for 

the application of those methods. While the second phase covers practical application of the models, it also 

includes the statistical measurements used to compare the efficiency and suitability of both models. As well as 

an introduction to ANN and the manner in which it can be used in such type of series. It also includes a 

comparison between the methods presented. The third phase is to compare the results from the models and 

elaborate on the impact of the findings; Figure 1 shows the methodology phases of this research.  

 

 
Figure 1. Research methodology 

3. Theoretical base  

3.1. Artificial neural networks 

 

Artificial neural networks are a nonlinear model, derived from the biological neural systems. The name of 

ANN refers to the network being a combination of an interconnected and communicating unit; those units 
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were originally inspired by the study of the nervous systems in living creatures. The manner in which the 

ANN work is based on the idea of reaching a model through simulating the data, in order to see that model for 

analysis, classification, estimation and other data processes, without the need for developing a model for the 

data. Therefore, ANN succeeded in gaining the attention of a large number of scientists and researchers. This 

increasing attention and focus on ANN is due to its high flexibility in the data model learning process as well 

as storing and distribution of data, in comparison with other mathematical methods used in the process.  The 

back propagation network is one of the best types of neural networks and the most prevalent. The basic steps 

of the Back Propagation Methodology (BPM) is to calculate the error in the output layer, then use it to update 

the weightage for the hidden-output layer.  Similarly, the error for the hidden layer is computed to update 

weightage for the input-hidden layer. After that, the output for the network using the new wattage is calculated 

and the same process steps of calculating error and updating weightage were repeated until minimal errors for 

the network is reached. The methodology of Back Propagation networks can be described using the following 

steps [3]–[5] : 

 Generating initial weighted random– from one of the statistical distributions. 

 Feed-forward computation  

i. Compute values of the hidden nodes  

 
ii. Compute values of the output nodes   

 

 Back-forward computation  

Compute the error value for the output node  

 

 Compute output nodes  

 

 Compute hidden nodes  

 

 Update weights  for each input-to-hidden layer Wright Wij, compute the size change  

 

Compute the new weight  

 
For each hidden-to output layer weight Wjk, compute the size of the weight change  

 
Compute new weight  

 

 Test network generalization and Stop condition. 

 

3.2. Box and Jenkins methods (BJ) 

Time series defined as an observed values  sequence for a specific time related random phenomenon. Some 

statistical criteria are used to describe the quality of the time series and thus to facilitate their modeling. The 

autocorrelation function (ACF) indicates the relationship or correlation of adjacent string values and the 

autocorrelation coefficient between -1 and 1. The partial autocorrelation function (PACF) measures the partial 
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effect of adding the delayed values of a variable, and PACF coefficients can be obtained from the auto-

regression equation of the subject. The best predictor of the value of Xt in time to + L follows the mixed 

model ARMA (p, q) [7]–[9]. 

 

   

 
 

 

3.3. Time series and artificial neural networks  

Neural Networks are gaining increasing importance in processing and analyzing time series, due to its ability 

to self-learning and training. Most researchers use theorems based on shifting  or lag the time series through 

one degree or more, to select the input time series artificial neural network that is solving the time series, The 

neural networks inputs are determined by the following formula [2], [4]. 

 

 

 

 

4. Practical application 

In this part the two methods, classic and suggested are applied to the selected data set, later the results of the 

forecast for both the models are compared to decide the most accurate method to forecast the results, the 

accuracy of the forecast is based on the following criteria 

  

4.1. Evaluating forecast accuracy  

For comparison purposes, the results of the methods adopted, can adopt the following statistical criteria[4], 

[7], [8].  

 

 Mean absolute percentage (MAPE)    

MAPE= *100                                                                                                                         (12) 

 Root mean squared error (RMSE)  

RMSE= ) 

Where:  is actual value,  is forecast value, n: is Sample size, is error and. 

  ,  

 Coefficient of determination ( )  

 

 

4.2. Application data set  

In this section, used well-known real data sets for the energy data on Iraq crude oil production from 8991  to 

2015 is shown  in Figure 2 to reach the best curve-fitting model or series by using traditional and modern 
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methods, where oil in Iraq and the Middle East is the mainstay of the national economy. In addition, the main 

and sole source of budget income for the country. In addition, the MATLAB (Version 8.2) high-level 

programming language and SPSS programming (V.21) are used for this implementation. 

 

 
 

Figure 2. Iraq oil production series (barrels per specified year) as stated by United States Energy Information 

Administration 

 

5. Results and discussion 

  

 It is shown in Figure 3 that the ACF is decreasing exponentially and the PACF is cut off at the first leg, so the 

best ARIMA model for Iraq oil production based on ACF and PACF is an ARIMA (1,0,0) and the result is 

shown  in Table 1 by SPSS programming (V.21). Then, the mathematical model is: 

 

 
 

Moreover, Table 1 clearly shows that all parameters are significant. 

Table1. ARIMA model parameters 

Estimation Parameters Sig. 

ɸ 0.898 0.000 

http://www.eia.doe.gov/
http://www.eia.doe.gov/
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Figure 3. ACF & PACF for time series 

 

The behavior of ACF & PACF for residual is shown in Figure 3, the error behavior is random. In addition, 

curve fitting for ARMA models is shown in Figure 4.  

 
Figure 4. ACF & PACF for residual 
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The Back Propagation Network architecture is as follows using MATLAB simulator.  

 Input layer- based to the equation (11) and since the ARIMA model are (1,0,0), the number of nodes 

in this layer is one node, with two degrees’ time series shift, represented by the variables (Xt-1) as 

follows: 

  

                        (16) 

 
 

 Network Training: In the training phase, a logistic function and a sigmoid function, and the 

maximum number of iterations is 1500, unless the one of the training condition was met. The best 

performance of the network, and best training was decided based on finding the value of Regression 

(R). 

 Hidden Layer: In this layer, the optimal number of nodes is 15 nodes, with one layer (after many 

trials). 

 Output Layer: This layer consists of one node only, represented by the variable Xt. The performers 

results for the BP network for the time series under study are clear from the results of the error criteria 

to compare the two methods used is shown  in Table 2. While histogram of the MAPE for two 

methods is shown in Figure 5. 

Table2. Results of ANN 

Method                        

 

             Carrion 

 

RMSE 

 

MAPE 

 

R
2 

ARMA (B&J) 398.971 12.979 0.612 

ANN 190498 492114 499919 

 

 
Figure 5. Histogram of MAPE for two methods 

 

6. Conclusion 

For evaluation purpose, three typical indicators RMSE, MAPE and R
2
 had used to compare predicted and 

actual values to validate each forecasting system. The results of the methods were used in this paper are is 

shown in Table 2 and Figure 8. The best method or curve fitting for time series of Iraq oil production that the 

method that give minimized error possible and the largest of the coefficient of determination, was artificial 
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neural networks and is the best Box and Jenkins method. Results showed also we had been seen that the 

neural networks using a traditional model (Box and Jenkins method or ARMA models) were good.  

It is also clear that the difference in the error results was largest between the modern  model and the traditional 

model because Artificial neural networks have a property self-learning and training with any model which 

gives efficient results, while the traditional method that uses past observations for the series. The results also 

proved that the difference between the two methods was significantly in error criteria. Artificial neural 

networks improve the forecast results error significantly and this is the ambition of all researchers.  

The results concur with other researches that are using the ANNs and comparing their results with the 

classical model as in the work presented in researches [13-15].  
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