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  ABSTRACT 
 
The transient, laminar, fully developed, free convection flow inside an open-ended, vertical, parallel-porous-
plate, micro-channel is considered using Dual-Phase-Lag heat conduction model. This study adopted the 
approach of the model that combines both continuum and possibility of slip at the boundary. The well known 
Laplace transform technique is applied to solve the time dependent governing equations, while the method of 
Riemann-sum approximation is employed to invert the Laplace domain to the time domain in order to obtain the 
velocity, temperature, skin-friction and rate of heat transfer. The obtained results are described by line graphs. It 
has been observed that the phase lags in both heat flux and temperature gradient on the micro-channel thermal 
behaviour have significant effect at the early stage of time. And as the temperature phase lag is set greater than 
that of heat flux phase lag, higher fluid temperature, velocity as well as the velocity slip at the hot wall are 
observed than when it is less than the heat flux phase lag. Increase in suction/injection increases the skin friction 
and the Nusselt number at the hot wall of the micro-channel. 
KEY WORDS: micro-channel, transient flow, dual-phase-lag, porous plate, suction/injection  
  

1. INTRODUCTION 
 
Microfluidics has become an emerging science and technology of systems that process or manipulate small 

amount of fluids, using channels with dimensions of tens to hundreds of micrometres. Due to the minute length 
scale characterising microchannels, the Knudsen number (݊ܭ =  ratio between the gas mean free path and ,ܮ/ߣ
the length scale) determine the behaviour of fluid flow. Microelectronic devices generate heat as a result of the 
electrical activity of the internal circuitry. In order to minimize the damaging effects of this heat, thermal 
management systems have been developed to remove the heat. There is a growing interest in micro-channel fluid 
mechanics and heat transfer resulting from the rapid growth of novel techniques applied in microelectro 
mechanical systems (MEMS). These applications of micro-channel heat transfer include: cooling of high power 
density microchips in the CPU systems, manufacturing and material processing operations, transportation of fluids 
for chemical and biological processing, biomedical applications such as drug delivery, DNA sequencing and bio-
MEMS. As a result, so many models have been proposed to take into account the finite speed of heat propagation 
and its effects on the MEMS. These models include the Hyperbolic heat conduction and the Dual-phase-lag models 
which describe heat conduction as wave, against the diffusion model presented by Fourier’s law.   

The Dual-Phase-Lag (DPL) was first proposed by Tzou ([1], [2]) when he considered the effect of finite 
relaxation time by using the heat flux and temperature phase lags. The relaxation time was said to have been 
caused by micro structural interaction like phonon to phonon collisions, while the phase lag is interpreted as the 
relaxation time due to fast-transient effects of the thermal inertia Quintanilla & Rache, [3]). Cattaneo [4] and 
Vernotte, [5] suggested independently a modified heat flow in the form 

ݐ൫ݍ⃗ + ߬௤ , ൯ݎ⃗ = ሬሬ⃗∇ܭ− ,ݐ)ܶ  (1)                                                                                        (ݎ⃗
Equation (1) represents a total departure from the Fourier heat conduction model. It also suggests a model 

which assumes that heat flux vector (the effect) and the temperature gradient (the cause) across a material 
volume occur at different instants of time; referring the time delay between the heat flux and the temperature 
gradient as the relaxation time	߬௤. According to the proposal presented by Tzou in 1995, we have the following 
as modification to eqn. (1): 

ݐ൫ݍ⃗ + ߬௤ , ൯ݎ⃗ = ሬሬ⃗∇ܭ− ݐ)ܶ + ்߬ ,  (2)                                                                                        (ݎ⃗
The equation (2) proposes a non-Fourier approximation for heat conduction in which the heat flux vector at 

a point in the material at time	ݐ + ߬௤ , corresponds to the temperature gradient at the same point at the time	ݐ +
்߬. The terms ߬௤  and ்߬  represent respectively the heat flux phase lag and the temperature gradient phase lag; 
popularly referred to as Dual-phase-lag (DPL). This model however, allows either the temperature gradient (the 
cause) to precede the heat flux vector (the effect) or the heat flux vector (the cause) to precede the temperature 
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gradient (the effect) in the transient process (Al-Nimr & Naji, [6, 7]). The studies on hyperbolic heat conduction 
equation in an Anisotropic material and the phase-lag effect on entropy production show that when	்߬ > 	 ߬௤ , the 
temperature gradient in the material is the resultant effect of the heat flow, making the heat flux vector the cause 
and the temperature gradient the effect. When	߬௤ > 	 ்߬, then, the heat flow is motivated by the temperature 
gradient which makes the heat flux vector the effect and the temperature gradient as the cause. 

It has been noted that due to the lagging responses in both hyperbolic and dual-phase-lag heat-conduction 
models; much attention has been given to these areas than the classical diffusion model [8]. Hyperbolic and 
DPL heat conduction have found utilization in several cases ([2], [9]). For instance, Al-Nimr and Khadrawi 
[10], used DPL heat conduction model to investigate the thermal behaviour of stagnant gas which was confined 
in a horizontal micro-channel. The effects of relaxation time	߬௤, the thermal retardation time	்߬, as well as the 
Knudsen number in the micro-channel behaviour were investigated. It was found that the deviation between the 
predictions presented by the parabolic and that of hyperbolic models are insignificant. This work further 
established that the predictions of parabolic and DPL models are significant within the same operating 
conditions. Another interesting investigation was the one carried out by Ghazanfarian and Abbassi [11]; which 
used DPL conduction model with new boundary condition to simulate nano-scale and micro-scale heat 
conduction. This work was able to establish the accuracy of the DPL conduction model by comparing the results 
obtained from the Ballistic-Diffusive equation [12] with Boltzmann equation [13]. Khadrawi and Al-Nimr [8] 
investigation was on DPL heat conduction model in unsteady natural convection fluid flow in a vertical micro-
channel. They concluded that the effect of the phase lags was to increase the slip in the hydrodynamic 
behaviour. Several other researches on DPL conduction model carried out as observed in the availuable 
literature also include the work of Quintanilla, [14]; Basirat et al., [15]; and Horgan & Quatanilla, [16]. 

The present study is investigating the micro-channel transient thermal and hydrodynamic behaviour under 
the effect of dual-phase-lag heat-conduction model with suction/injection at the boundary walls. The 
investigation is adopting the model that combines the continuum approach with slip at the boundaries. The 
perturbation in the micro-channel unsteady thermal characteristics due to the suction/injection at the porous 
walls, phase-lag in heat flux, the phase-lag in temperature gradients and the Knudsen number are investigated 
with their roles on the heat transfer at the channel walls. 
 
2. ANALYSIS 

The transient, laminar, fully developed, free convection flow inside an open-ended, vertical, parallel-
porous-plate, micro-channel is considered. The fluid is assumed to be Newtonian with uniform properties and 
that both viscous dissipation and internal heat generation are absent. The application of suction and injection 
occur simultaneously at the respective plates as shown in Fig. 1. 

The governing equations of the hydrodynamic and thermal behaviour, as described by the dual-phase-
lag heat-conduction model, are given as Tzou, [1, 2]; Al-Nimr & Naji, [6, 7]; and Khadrawi & Al-Nimr,[ 8]: 
డ௨
డ௧

+ ݏ డ௨
డ௬

= 		 ௥ܲ
డమ௨
డ௬మ

+ ܶ                                                                                                                               (3) 
డ்
డ௧

+ ݏ డ்
డ௬

= 	 − డொ
డ௬
	                                                                                                                                         (4) 

߬௤
డொ
డ௧

+ ܳ = 	− ቂ்߬
డమ்
డ௬డ௧

+ డ்
డ௬
ቃ	                                                                                                                   (5) 

Equations (3) – (5) assume the following initial thermal boundary conditions 
(ݕ,0)ܶ = (ݕ,0)ݑ	 = 	0                                                                                                                               (6a)  
ܶ(0, (ݐ = 	 ௧ݎ + ௞௡

௉ೝ
Ѱ డ்

డ௬
|௬ୀ଴                                                                                                                       (6b)  

ܶ(1, (ݐ = 	1− ௞௡
௉ೝ
Ѱ డ்

డ௬
|௬ୀଵ                                                                                                                        (6c) 

,0)ݑ (ݐ = 	+Ω ௞௡
௉ೝ

డ௎
డ௬

|௬ୀ଴                                                                                                                             (6d)                                                                    

,1)ݑ (ݐ = 	 −Ω ௞௡
௉ೝ

డ௎
డ௬

|௬ୀଵ                                                                                                                             (6e) 
Also, the dimensionless slip-flow and thermal-jump boundary conditions are given respectively; 

௪௔௟௟	௛௢௧|ݑ∆ = ,1)ݑ	 (ݐ = 	 −Ω
݇݊
௥ܲ

ݑ߲
ݕ߲

(1,  ,(ݐ

∆ܶ|௖௢௟ௗ	௪௔௟௟ = 	ܶ(0, −(ݐ ௧ݎ =
݇݊
௥ܲ
Ѱ
߲ܶ
ݕ߲

(0,  (ݐ

     

∆ܶ|௛௢௧	௪௔௟௟ = 	ܶ(1, −(ݐ 1 = −
݇݊
௥ܲ
Ѱ
߲ܶ
ݕ߲

(1,  (ݐ
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Where Pr is the Prandtl number which is inversely proportional to the thermal diffusivity of the working fluid; 
the term	Ω = ଶିఙഌ 	

ఙഌ	
	is the ratio of the tangential momentum accommodation, and Ѱ = ଶିఙ೅	

ఙ೅	
. ଶఊ
ఊାଵ

 is the ratio of 

the tangential thermal accommodation. Both ratios are considered for the purpose of this study as 1, to enable 
fluid molecules reflect at random angles hence, lose all their tangential momentum (i.e.	்ߪ → 1). This offers a 
realistic engineering application domain [18]. The term ݏ is the dimensionless suction/injection velocity. When 
ݏ > 0, we have injection at the porous plate  ݕ = 0 and corresponding suction at plate	ݕ = 1 ; while  ݏ < 0 
implies that suction occurs at plate ݕ = 0	with corresponding injection on the other plate. The right-hand side 
of equations (6c) and (6e) represent the slip in the hydrodynamic and thermal conditions of the boundary. 
However the non-dimensional quantities in the equations above are listed in the nomenclature and the schematic 
diagram of the problem is shown in figure 1. 

 
 khadrawi and Al-Nimr [8] observed that  ்߬ and ߬௤ may have significant effect on the microchannel 
thermal behaviour within the very early stage of time, i.e., ݐ ≪ ்߬  and	ݐ ≪ ߬௤. This is shown clearly when 
equation (5) is rewritten in the following form: 

డொ

డ൬ ೟
ഓ೜
൰

+ ܳ = 	− ൥ డమ்

డ௬డ൬ ೟ഓ೅
൰

+ డ்
డ௬
൩                                                                                                                   (6f) 

Where the first and the third terms will have significant effect if ൬ ௧
ఛ೜
൰ ≪ 1 and	ቀ ௧

ఛ೅
ቁ ≪ 1. 

The Laplace transformation technique is used to solve the equations (3), (4), and (5) with the following 
notations: 
  

,ݕ)ܶ}ܮ {(ݐ = ;(݌,ݕ)ܹ ,ݕ)ܳ}ܮ		 {(ݐ = ;(݌,ݕ)ܸ ,ݕ)ܷ}ܮ	݀݊ܽ	 {(ݐ =  .(݌,ݕ)ܨ
The three equations are in Laplace transformation forms as follow; 
(݌,ݕ)௤ܹ߬݌ + ݏ ௗௐ

ௗ௬
= 	 − ௗ௏

ௗ௬
                                                                                                                      (7) 

(݌,ݕ)ܨ݌ + ݏ ௗி
ௗ௬

= 	 ௥ܲ
ௗమி
ௗ௬మ

+  (8)                                                                                                       (݌,ݕ)ܹ

(݌,ݕ)௤ܸ߬݌ + (݌,ݕ)ܸ = 	 − ቂ்߬݌
ௗௐ
ௗ௬

+ ௗௐ
ௗ௬
ቃ	                                                                                           (9) 

Also the Laplace transformation of the boundary conditions are given as 
(݌,0)ܹ = 	 ௥೟

௣
+ ௞௡

௉ೝ

ௗௐ
ௗ௒

|௬ୀ଴                                                                                                                     (10a)  

(݌,1)ܹ = 	 ଵ
௣
− ௞௡

௉ೝ

ௗௐ
ௗ௒

|௬ୀଵ                                                                                                                      (10b)  

 ′ݕ

 ′ݔ

 ′ݑ
ᇱݕ = ᇱݕ 0 = 1 

ܶᇱ = ௪ܶଶ ܶᇱ = ܶ௪ଵ 

suction injection 

Fig. 1. Schematic diagram of the problem. 
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(݌,0)ܨ = 	௞௡
௉ೝ

ௗி
ௗ௒

|௬ୀ଴                                                                                                                                (10c) 

(݌,1)ܨ = 	− ௞௡
௉ೝ

ௗி
ௗ௒

|௬ୀଵ                                                                                                                            (10d) 
From Eq. (9), we obtain the following equation; 

(݌,ݕ)ܸ = − [௣ఛ೅ାଵ]
ൣ௣ఛ೜ାଵ൧

ௗௐ
ௗ௬
								ݎ݋			 ௗ௏

ௗ௬
(݌,ݕ) = − ଵ

஺
ௗమௐ
ௗ௬మ

                                                                        (11) 

Solving equations (7) and (8), using the boundary conditions given in equations (10) with equation (11), we 
have the following: 
(݌,ݕ)ܹ = exp ቀ௦஺

ଶ
ቁݕ [ܿଵ cosh(ߜݕ) + ܿଶ sinh(ߜݕ)]                                                                                (12)        

(݌,ܻ)ܨ =
ଵܦ] cosh(ߜݕଵ) + ଶܦ sinh(ߜݕଵ)] exp ቀ ௦௬

ଶ௉ೝ
ቁ − ଵ

ଶ௉ೝ
ቂ(௖భା௖మ) ୣ୶୮(௬ఋ)

ௗభ
+ (௖భି௖మ) ୣ୶୮(ି௬ఋ)

ௗమ
ቃexp ቀ௦஺

ଶ
                                        ቁ      (13)ݕ

(݌,ݕ)ܸ = 	 − ଵ
஺

exp ቀ௦஺
ଶ
ቁݕ ଵܿ]ߜ} sinh(ߜݕ) + ܿଶ cosh(ߜݕ)] + ௦஺

ଶ
[ܿଵ cosh(ߜݕ) + ܿଶ sinh(ߜݕ)]}        (14) 

Where,  

ߜ = ටቀ௦஺
ଶ
ቁ
ଶ

+ ;	ܣ݌ ଵߜ									 = ටቀ ௦
ଶ௉ೝ
ቁ
ଶ

+ ௣
௉ೝ
	 ܣ     ; = ൣ௣ఛ೜ାଵ൧

[௣ఛ೅ାଵ] ; 

ܿଵ = ଵ
௣

[௥೟௫ళି௫ఱ]
[௫ర௫ళି௫ఱ௫ల] ; 										ܿଶ = − ଵ

௣
[௥೟௫లି௫ర]

[௫ఱ௫లି௫ర௫ళ] ;  

ଵݔ = ߜ sinh(ߜ) + ௦஺
ଶ

cosh(ߜ) ; ଶݔ			 = ߜ cosh(ߜ) + ௦஺
ଶ

sinh(ߜ) ; ଷݔ			 = exp ቀ௦஺
ଶ
ቁ ;  

ସݔ = 1− ௞௡
௉ೝ

௦஺
ଶ

; ହݔ				 = − ௞௡
௉ೝ
;ߜ ଺ݔ			 = ቂcosh(δ) + ୩୬

୔౨
xଵቃ xଷ; 		ݔ଻ = ቂsinh(δ) + ୩୬

୔౨
xଶቃxଷ; 

݀ଵ = (஺௉ೝିଵ)
௉ೝ

ቂ௦
మ஺
ଶ

+ ݌ + ቃߜݏ ;	 ݀ଶ = (஺௉ೝିଵ)
௉ೝ

ቂ௦
మ஺
ଶ

+ ݌ − ቃߜݏ ;  ݀ଷ = ଵ
ଶ௉ೝ

ቈ
(௖భା௖మ)ቀఋାೞಲమ ቁ

ௗభ
+

(௖భି௖మ)ቀೞಲ
మ ିఋቁ

ௗమ
቉; 

݀ସ = ଵ
ଶ௉ೝ

exp ቀ௦஺
ଶ
ቁ ቈ

(௖భା௖మ)ቀఋାೞಲమ ቁୣ୶୮(ఋ)

ௗభ
+

(௖భି௖మ)ቀೞಲ
మ ିఋቁ ୣ୶୮(ିఋ)

ௗమ
቉ ;  

݀ହ = ቂ ௦
௉ೝ

cosh(ߜଵ) + ଵߜ sinh(ߜଵ)ቃ ; 			݀଺ = ቂ ௦
௉ೝ

sinh(ߜଵ) + ଵߜ cosh(ߜଵ)ቃ ;  

݀଻ = ଵ
ଶ௉ೝ

ቂ(௖భା௖మ)
ௗభ

+ (௖భି௖మ)
ௗమ

ቃ − ݀ଷ ቀ
௞௡
௉ೝ
ቁ ;  

଼݀ = ଵ
ଶ௉ೝ

exp ቀ௦஺
ଶ
ቁ ቂ(௖భା௖మ) ୣ୶୮(ఋ)

ௗభ
+ (௖భି௖మ) ୣ୶୮(ିఋ)

ௗమ
ቃ ;  

݀ଽ = cosh(ߜଵ) + ௞௡
௉ೝ
݀ହ;  				݀ଵ଴ = sinh(ߜଵ) + ௞௡

௉ೝ
݀଺;  					݀ଵଵ = ቀ଼݀ + ௞௡

௉ೝ
݀ସቁ exp ቀ− ௦

ଶ௉ೝ
ቁ; 

݀ଵଶ = 1− ݏ ௞௡
௉ೝమ
	 ;			݀ଵଷ = ଵߜ−

௞௡
௉ೝ
	 ;  

ଵܦ = − [ௗభభௗభయିௗళௗభబ]
[ௗభమௗభబିௗవௗభయ] 		 ; ଶܦ		 = [ௗభభௗభమିௗవௗళ]

[ௗభబௗభమିௗభయௗవ]		.  
Equations (12) and (13) are inverted in terms of the Riemann-sum approximation ([2], [17]) as. 

,ݕ)ܶ (ݐ ≅
݁ఌ௧

ݐ
൥
1
2
,ݕ)ܹ (ߝ + ܴ݁෍ܹ൬ݕ, ߝ +

ߨ݇݅
ݐ
൰ (−1)௞

ே

௞ୀଵ

൩ 

2.1 Rate of Heat Transfer and Skin Friction. The rate of heat transfer which is represented by the Nusselt 
number (ܰݑ) is obtained by differentiating eq. (9), the temperature with respect to ݕ as follows: 

ݑܰ = ௗௐ
ௗ௬

|௬ୀ଴,ଵ ≅
௘ഄ೟

௧
ቂଵ
ଶ
ௗௐ
ௗ௬

,ݕ) (ߝ + ܴ݁∑ ௗௐ
ௗ௬
ቀݕ, ߝ + ௜௞గ

௧
ቁ (−1)௞ே

௞ୀଵ ቃ	                                                (15)  
Where, 
ௗௐ
ௗ௬

= ܿଵ ቂ݊݅ݏߜℎ(ݕߜ) + ௦஺
ଶ
ቃ(ݕߜ)ℎݏ݋ܿ exp ቀ௦஺

ଶ
+ቁݕ ܿଶ ቂݏ݋ܿߜℎ(ݕߜ) + ௦஺

ଶ
ቃexp(ݕߜ)ℎ݊݅ݏ ቀ௦஺

ଶ
 ቁ      (16)ݕ

The rate of heat transfer at the cold porous wall is obtained by substituting	ݕ = 0, and at the hot wall when 
ݕ = 1 in Eq. (16). We have, 
଴ݑܰ = ௗௐ

ௗ௬
|௬ୀ଴ = ଶܿߜ + ௦஺

ଶ
ܿଵ                                                                                                                     (17)  

ଵݑܰ = ௗௐ
ௗ௬

|௬ୀଵ = [ܿଵݔଵ + ܿଶݔଶ]ݔଷ                                                                                                            (18)  

The skin friction,	߬ݑ, is defined as ௗி
ௗ௬

, and obtained by differentiating Eq. (10) with respect to ݕ as follows: 
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ௗி
ௗ௬

=
௦

ଶ௉௥
ଵܦ] cosh(ߜݕଵ) + ଶܦ sinh(ߜݕଵ)] exp ቀ ௦

ଶ௉௥
ቁݕ +

ଵߜଵܦ] sinh(ߜݕଵ) ଵߜଶܦ+ cosh(ߜݕଵ)] exp ቀ ௦
ଶ௉௥

ቁݕ − ଵ
ଶ௉௥

exp ቀୱ୅
ଶ

yቁ ቈ
(ୡభାୡమ)ቀஔା౩ఽమ ቁୣ୶୮(ஔ୷)

ୢభ
+

(ୡభିୡమ)ቀ౩ఽ
మ ିஔቁୣ୶୮	(ିஔ୷)

ୢమ
቉                                                          (19) 

Where, 
߬଴ = ௗி

ௗ௬
|௬ୀ଴ = ௦

ଶ௉௥
ଵܦ + ଶܦଵߜ − ݀ଷ	                                                                                                    (20) 

߬ଵ = ௗி
ௗ௬

|௬ୀଵ = ݀ହ݁݌ݔ ቀ
௦

ଶ௉௥
ቁܦଵ + ݀଺݁݌ݔ ቀ	

௦
ଶ௉௥

ቁ ଶܦ − ݀ସ                                                                (21) 
 
This equation represent the skin friction at both walls of the micro-channel and is given by the Riemann-sun for 
Laplace inversion as; 

߬଴,ଵ =
ܨ݀
ݕ݀

|௬ୀ଴,ଵ ≅
݁ఌ௧

ݐ
൥
1
2
ܨ݀
ݕ݀

,ݕ) (ߝ + ܴ݁෍
ܨ݀
ݕ݀

൬ݕ, ߝ +
ߨ݊݅
ݐ
൰ (−1)௡

ே

௡ୀଵ

൩
௬ୀ଴,ଵ

	 

 2.2 Steady State. The expressions for the steady state velocity distribution,	 ௦ܷ௦ , and that of the temperature 
distribution, ௦ܶ௦ ,	are obtained by setting డ௨

డ௧
 in Eq. (3), and  డ்

డ௧
 in Eq. (4) equal to zero. We then obtain the 

following ordinary differential equations: 
ௗమ௎ೞೞ
ௗ௬మ

− ௦
௉௥

ௗ௎ೞೞ
ௗ௬

= − ௦ܶ௦                                                                                                                            (22) 
ௗమ ೞ்ೞ
ௗ௬మ

− ݏ ௗ ೞ்ೞ
ௗ௬

= 0                                                                                                                                     (23) 
The solutions of Eqs. (22) and (23) together using the boundary conditions in Eq. (6a) to (6e) are:  
௦ܶ௦(ݕ) = ܣ + ܤ exp(ݕݏ)                                                                                                                       (24) 

௦ܷ௦(ݕ) = ܣ ቂ௬
௦

+ ௉௥
௦మ
ቃ − ஻

௦(௉௥ିଵ)
exp(ݕݏ)− ௉௥

௦
݇ଵ + ݇ଶ exp ቀ௦௬

௉௥
ቁ                                                      (25) 

Where, 
ଵܤ = 1− ௞௡

௉௥
;	ݏ ଶܤ				 = exp(ݏ) ቂ1 + ௞௡

௉௥
ቃݏ ;   

ܣ = (ଵି௥೟)
(஻మି஻భ) ; ܤ			 = ௥೟஻మି஻భ

஻మି஻భ
.  

ଷܤ = ܣ ቂ௉௥
௦మ
− ௞௡

௉௥
. ଵ
௦
ቃ + ܤ ቂ௞௡

௉௥
. ଵ

(௉௥ିଵ)
− ଵ

௦(௉௥ିଵ)
ቃ ସܤ 	; = ቂ௞௡

௉௥
. ௦
௉௥
− 1ቃ ହܤ 	; = ௉௥

௦
;	 

଺ܤ = − ቂ1− ௞௡
௉௥

. ௦
௉௥
ቃexp ቀ ௦

௉௥
ቁ ଻ܤ 	; = ݇ଵܤହ + ݇ଶܤ଺;	 

݇ଵ = − ஻ర஻ళି஻య஻ల
஻ఱ஻లି஻ర஻ఱ

;	 ݇ଶ = ஻ఱ஻ళି஻య஻ఱ
஻ఱ஻లି஻ర஻ఱ

.	  
The numerical values of the temperature and velocity obtained exactly for the steady state (by equations (23) 
and (24)) are compared with those of the transient state obtained using the Riemann-sum approximation method 
in Table 1. These values are generated when	ݏ = ௧ݎ ,0.05 = 0.5, ݇݊ = ݎܲ ,0.01 = 0.71 and	߬௤ = 0.01, 
்߬ = 0.001. We observed in Table 1 that at a particular point in the channel, the transient temperature 
increases with time until it attains its steady state. The transient state temperature values when ݐ = 1.0 are 
observed to coincide with the steady state temperature values. We can conveniently conclude that there is an 
impeccable agreement between the Riemann-sum approximation method and the analytical method. Similarly, 
the numerical values of the velocity obtained analytically for steady state are also compared with those of the 
transient state obtained using the Riemann-sum approximation method in Table 2. The values are generated 
when ݏ = ௧ݎ ,0.05 = 0.5, ݇݊ = ݎܲ ,0.01 = 0.71, ்߬ = 0.01 and	߬௤ = 0.001. The transient velocity also 
increases with time until it attains approximately the steady state about when ݐ = 1.0 as shown in table 2. 
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Table 1. Comparison of the numerical values of the transient state temperature obtained using the 
Riemann-sum approximation method and the steady state temperature obtained analytically when 
࢙ = ૙.૙૞, ࢘ࡼ = ૙.ૠ૚, ࢚࢘ = ૙.૞, ࢔࢑ = ૙.૙૚, ࢀ࣎ = ૙.૙૙૚	ࢊ࢔ࢇ		ࢗ࣎ = ૙.૙૚. 

࢚ 
0.4 
 
 
 
0.6 
 
 
 
0.8 
 
 
 
1.0 
 
 
 

࢟ 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 

Transient state temp. 
0.5916 
0.6820 
0.7791 
0.8829 
0.6007 
0.6963 
0.7935 
0.8925 
0.6019 
0.6981 
0.7953 
0.8938 
0.6020 
0.6983 
0.7956 
0.8938 

Steady state temp. 
0.6020 
0.6983 
0.7955 
0.8938 
0.6020 
0.6983 
0.7955 
0.8938 
0.6020 
0.6983 
0.7955 
0.8938 
0.6020 
0.6983 
0.7955 
0.8938 

 

Table 2. Comparison of the numerical values of the transient state velocity obtained using the Riemann-
sum approximation method and the steady state velocity obtained analytically when ࢙ = ૙.૙૞, ࢘ࡼ =
૙.ૠ૚, ࢚࢘ = ૙.૞, ࢔࢑ = ૙.૙૚, ࢀ࣎		ࢊ࢔ࢇ = ૙.૙૚,			࣎ࢗ = ૙.૙૙૚. 

࢚ 
0.4 

 
 
 

0.6 
 
 
 

0.8 
 
 
 

1.0 
 
 
 

࢟ 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 
0.2 
0.4 
0.6 
0.8 

Transient state velocity. 
0.0687 
0.1047 
0.1110 
0.0818 
0.0800 
0.1226 
0.1291 
0.0936 
0.0837 
0.1284 
0.1350 
0.0975 
0.0848 
0.1302 
0.1369 
0.0983 

Steady state velocity. 
0.0850 
0.1304 
0.1368 
0.0983 
0.0850 
0.1304 
0.1368 
0.0983 
0.0850 
0.1304 
0.1368 
0.0983 
0.0850 
0.1304 
0.1368 
0.0983 

 
3. RESULTS AND DISCUSSION 

 
The basic parameters that govern the transient flow of the system under consideration include: the Knudsen 

number (݇݊) which gives the mean free path length of the fluid molecules, the phase lags (߬௤) and (்߬) which 
respectively give, the duration of free time during which the heat flux vector due to phonon collision and phase-lag 
in temperature gradient increase; and suction/injection parameter (ݏ) which were simultaneously applied at the 
opposite walls of the micro-channel. Line graphs displaying the transient hydrodynamics and thermal behaviour of 
the fluid flow are presented. These figures reveal the observable effects of suction/injection, as well as the 
influences of the other governing parameters on the flow characteristics. 

Figures 2a and 2b show the spatial temperature distribution for varying values of	݇݊ within the rarefaction 
regime. We observe that when suction is introduced at the cold wall, increase in ݇݊ increases the fluid 
temperature near the wall while injection at the cold wall causes decrease in the temperature as ݇݊ increases. 

The spatial temperature distributions for different values of ்߬ are given by figures 3a and 3b. In both 
cases of suction and injection at cold wall, the temperature increases with increase in	்߬. However, injection 
appears to increase slightly the temperature than suction. 

Figures 4a and 4b show the cases where ߬௤  varies in the channel. Increase in ߬௤ decreases the thermal 
behaviour in the micro-channel. This is in contrast with thermal behaviour observed in figures 3a and 3b. 

The role of suction/injection on the temperature profile in the micro-channel is given in figure 5a when 
߬௤ < ்߬   and in figure 5b when	߬௤ > ்߬ . Suction imposed at the cold wall gives higher temperature compared 
to injection at the wall. We also observe that increase in suction/injection decreases the spatial temperature of 
the fluid. 

Figures 6a and 6b present the transient temperature profile at different times when suction and injection are 
applied at the cold wall. It is obvious that the as time increases the temperature increases and subsequently 
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approaches steady state. Also, as time increases the temperature jump decreases at the walls. The temperature 
jump is observed to be more significant at the cold wall with suction than injection. 

The effect of suction/injection s on the velocity profile when	߬௤ > ்߬ , ߬௤ < ்߬, and for higher value of 
்߬ are respectively given in figures 7a, 7b, and 7c. We observe in figure 7a that increase in s at any given time 
increases the velocity of the fluid. Subsequently, increase in suction decreases the velocity slip of the fluid at the 
hot wall. Hence, we conclude that for ߬௤ > ்߬  (i.e. when the heat flow is motivated by the temperature gradient 
vector), suction at the cold wall influences the velocity profile. Whereas, for	்߬ > ߬௤, (i.e. when the heat flux 
vector is the cause of heat flow [6, 7]), the increase in suction increases the velocity slip at the hot wall. 
However, the spatial velocity distribution increases with decrease in s. Also, at higher value of ்߬ , (as in fig. 
7c), it is obvious that the velocity slip at the hot wall is higher in comparison to that observed in fig. 7b and there 
is the presence of velocity slip at the cold wall which increases as s increases. 

Transient velocity profile for different values of time in the absence suction/injection are given by figures 
8a and 8b respectively for ߬௤ > ்߬	and	்߬ > ߬௤ . Nevertheless, the fluid velocity increases significantly with 
increase in time near the hot wall in both cases. We observe that when ்߬ > ߬௤, the fluid velocity is higher 
compared with when ߬௤ > ்߬ . We therefore conclude that when the temperature gradient vector present is the 
cause for the heat flow, the velocity distribution in the channel is higher than when the heat flux vector is the 
motivator of the heat flow. 

Figures 9a and 9b describe the transient temperature difference at both walls respectively as 
suction/injection s varies with the Knudsen number ݊ܭ while other parameters are fixed. From these figures, we 
can deduce that as s increases the temperature difference decreases at both cold and hot walls. However, as ݊ܭ 
increases, the temperature difference increases at the cold wall but decreases rapidly at the hot wall. 

Furthermore, the effects of varying suction/injection with time and the role of the dual phase lags ߬௤  and 
்߬ on the temperature difference at the walls are given by figs. 10a and 10b at the cold wall, and figs. 10c and 
10d at the hot wall. In general, the temperature difference increases as s decreases as observed above in figs. 9a 
and 9b. It is interesting to note that at both walls, the temperature differences are higher when ்߬ > ߬௤ in 
comparison with when	߬௤ > ்߬ . 

In figures 11a and 11b we describe the velocity difference at the hot wall as ்߬  is allowed to vary with	݊ܭ. 
Clearly, increase in ݊ܭ increases the velocity difference for all values of ்߬  when suction and injection are 
imposed at the cold wall. It is interesting to note that with suction at the cold wall an upward surge (brief shock) 
in the velocity difference is noticed at ்߬ = 0.6, while sharp drop (brief shock) in the velocity difference is 
noted at this value when injection is imposed at the cold wall. This can be attributed with the phase lag in the 
temperature gradient vector due to phonon collision during heat flux, which builds up energy with injection but 
expends energy with suction. As a result, higher fluid buoyancy is present with injection resulting to a higher 
velocity difference after a brief drop (as in fig. 11b), while the reverse case is noted with suction in figure 11a. 

Figures 12a and 12b illustrate the velocity difference at the hot wall as ்߬  varies with time. As ்߬ 
increases the velocity difference increases which becomes insignificant at higher values of ்߬; especially with 
the presence suction (fig. 12a). But with injection at the cold wall, increase in ்߬ decreases the velocity 
difference as time proceeds (fig. 12b). 

The role of suction/injection on the walls velocity differences are presented by figures 13a and 13b at the 
cold wall; and by figures 13c and 13d at the hot wall as ݊ܭ varies. It is clear that at the cold wall the transient 
velocity difference increases as s increases also as ݊ܭ increases. Higher wall velocity difference is observed 
when ்߬ > ߬௤  than when ߬௤ > ்߬  at the cold wall. However, at the hot wall (figs. 13c and 13d), increase in s 
decreases the velocity difference as ݊ܭ increases. It is also obvious that as ்߬ > ߬௤ the velocity difference is 
higher in comparison with the case where ߬௤ > ்߬  (fig. 13c). 

The variation of the Nusselt number (Nu) with suction/injection s in the DPL micro-channel transient fluid 
flow are presented in figures 14a and 14b at the cold wall; while figures 14c and 14d describe the variation of 
Nu at the hot wall as ݊ܭ varies. The increase in s decreases Nu at the cold wall of the micro-channel when 
்߬ > ߬௤  while increase in s increases Nu at the cold wall when	߬௤ > ்߬. At the hot wall, the Nusselt number 
increases as s increases across the micro-channel. However, higher Nu is observed at the hot wall when 
߬௤ > ்߬  (fig. 14d) than when ்߬ > ߬௤ especially in the presence of injection. 

The wall skin friction of the unsteady free convection micro-channel fluid flow, described by dual-phase-
lag are given in figures 15a, 15b and 15c, in the presence of suction/injection. At the cold wall (figs. 15a and 
15b), the skin friction is observed to increase as s increases. Also, when ߬௤ > ்߬  the skin friction is higher than 
when we set	்߬ > ߬௤. While at the hot wall, the skin friction increases with decrease in s (as in fig. 15c). 
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Finally, we observe from the three figures that the skin friction decreases with increase in the Knudsen number 
irrespective of the variation of the dual phase lag. 
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Fig.2a. Spatial temperature distribution at different Kn,when s=-5.0.
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Fig.2b. Spatial temperature distribution at different Kn,when s=5.0
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Fig.3a. Spatial temperature distribution at different T when s=-5.0
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Fig.3b. Spatial temperature distribution at different T when s=5.0
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Fig.4a. Spatial temperature distribution at different q when s=-5.0
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Fig.4b. Spatial temperature distribution at different q when s=5.0
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Fig.5a. Effect of S on the temperature profile when T=0.01, q=0.001,Kn=0.01.
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Fig.5b. Effect of S on temperature profile when t=0.1,T=0.001, q=0.01.
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Fig.6a. Transient temperature profile for different time when s=-1.0
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Fig.6b. Transient temperature profile for different time when s=1.0
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Fig.7a. Effect of S on the transient velocity when q=0.1 and T=0.01

V
el
oc

ity
 (U

)

-5

-5

-5

-5

-5

-4

-4

-4

-4

-4

-3

-3

-3

-3

-2

-2

-2

-2

-1

-1

-1

-1

0
0

0

0

1 1

1

1

2
2

2

2

3
3 3 3

4
4 4 4

5

5 5 5

t=0.1
rt=0.1

Kn=0.01
Pr=0.71

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

Y

Fig.7b. Effect of S on the transient velocity when q=0.01 and T=0.1
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Fig.7c. Effect of S on the Transient velocity when q=1.0 and T=5.0
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Fig.8a.Transient velocity profile when q=0.1,T=0.01, s=0.0, rt=0.1, Kn=0.1, Pr=0.71
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Fig.8b.Transient velocity profile when q=0.01,T=0.1, s=0.0, rt=0.1, Kn=0.1, Pr=0.71
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Fig.9a. The transient temperature difference at the cold wall as kn varies with s 
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Fig.9b. The transient temperature difference at the hot wall as kn varies with s.
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Fig.10a. The temperature difference at y=0 as time varies with s when T=0.1,q=1.0,rt=0.2,kn=0.1
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Fig.10b. The temperature difference at y=0 as time varies with s when T=1.0,q=0.1,rt=0.2,kn=0.1
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Fig.10c. The temperature difference at y=1.0 as time varies with s when T=0.1,q=1.0,rt=0.0,kn=0.1
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Fig.10d. The temperature difference at y=1.0 as time varies with s when T=1.0,q=0.1,rt=0.0,kn=0.1
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Fig.11a. Effect of T on the velocity difference at y=1 with varying kn when s=-0.1
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Fig.11b. Effect of T on the velocity difference at y=1.0 with varying kn when s=0.1
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Fig.12a. Effect of T on the transient velocity difference at the wall y=1.0 when s=-0.1


U
 |w

al
l

3

3

3

4

4 4

5

5

5

6

6

6

7

7 7

8

8

8

9

9

9

10

10
10

q=2.0
rt=0.0

Kn=0.1
Pr=0.71

244 



B. K. Jha et al., 2013 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

t(time)

Fig.12b. Effect of T on the transient velocity difference at y=1.0 when s=3.0
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Fig.13a. Effect of S on the transient velocity difference at y=0.0 when q=0.01, T=0.001
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Fig.13b. Effect of S on the transient velocity difference at y=0.0 when q=0.001, T=0.01
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Fig.13c. Effect of S on the transient velocity difference at y=1.0 when q=0.01, T=0.001
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Fig.13d. Effect of S on the transient velocity difference at y=1.0 when q=0.001, T=0.01


U
 |h

ot
 w

al
l

-3

-3

-3

-2

-2

-2

-1

-1

-1

0

0

0

1

1

1

2

2

2

3

3

3

t=0.1
Pr=0.71
rt=0.2

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.4

0.5

0.6

0.7

0.8

0.9

Kn

Fig.14a. Effect of S on Nu with different kn at y=0 when q=0.1, T=1.0, t=0.1, rt=0.2,Pr=0.71
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Fig.14b. Effect of S on Nu with different kn at y=0 when q=1.0, T=0.1, t=0.1, rt=0.2,Pr=0.71
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Fig.14c. Effect of S on Nu with different kn at y=1.0 when q=0.1, T=1.0, t=0.1, rt=0.0,Pr=0.71
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Fig.14d. Effect of S on Nu with different kn at y=1.0 when q=1.0, T=0.1, t=0.1, rt=0.0,Pr=0.71
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Fig.15a. Effect of S on the transient Skin friction with Kn when q=0.01, T=0.001, t=0.1, rt=0.2
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4. CONCLUSION 
 

The present study investigated the micro-channel transient thermal and hydrodynamic behaviour under the 
effect of dual-phase-lag heat-conduction model with suction/injection at the porous boundary walls.  The 
perturbations in the micro-channel unsteady thermal characteristics due to the suction/injection at the porous 
walls, phase-lag in heat flux ߬௤ , the phase-lag in temperature gradient  ்߬ and the Knudsen number are 
investigated by understudying their roles on the skin friction and heat transfer at the channel walls. We observed 
that suction at the cold wall decreases the velocity slip at the hot wall when ߬௤ > ்߬  but increases wall velocity 
slip when	்߬ > ߬௤ . Also, the transient Temperature and velocity profiles in the micro-channel are higher when 
்߬ > ߬௤  than when	߬௤ > ்߬ . The wall temperature difference increases as suction/injection decreases and the 
increase in ݊ܭ increases the temperature difference at the cold wall but decreases at the hot wall. We also 
observed that as suction/injection increases, the Nusselt number increases when ்߬ > ߬௤  at the hot wall but 
increases at the cold wall when ߬௤ > ்߬ . Finally, the wall skin friction is observed to increase at cold wall and 
decrease at the hot wall as suction/injection increases.  
 
NOMENCLATURE 
 Laplace transformation of dimensionless velocity     ܨ
݇݊   Knudsen number, 	ߣ ⁄ܮ  
௧ݎ     

்ೢ మି బ்
்ೢ భି்ೢ మ

.  

ܶ   dimensionless temperature, 
்ᇲି బ்

்ೢ భି்ೢ మ
. 

L     characteristic length 
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Fig.15b. Effect of S on the transient Skin friction with Kn when q=0.001, T=0.01, t=0.1, rt=0.2
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Fig.15c. Effect of S on the transient Skin friction with Kn when q=0.01, T=0.001, t=0.1, rt=0.2
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Pr   Prandtl number, 	ߥ ⁄ߙ  
݇    thermal conductivity 
ܳ   dimensionless conduction heat flux, ܳᇱ/ܳ଴ 
ܳᇱ   conduction heat flux 
	ܳ௢   reference conduction heat flux  
 Laplacian domain    ݌ 
 ᇱ      timeݐ
ᇱݐߙ ,dimensionless time     ݐ ⁄ଶܮ  
ܮ଴ݒ ,suction/injection parameter    ݏ ⁄ߙ  
ܶᇱ     temperature 
଴ܶ    initial temperature 
ܶ௪ଵ  hot wall temperature 
ܶ௪ଶ  cold wall temperature 
ܷ    dimensionless velocity, ݑᇱ/ݑ଴ 
 ᇱ     axial velocityݑ
)ߚଶ݃ܮ ,଴   reference velocityݑ ௪ܶ − ଴ܶ)/ߙ  
ܸ    Laplace transformation of dimensionless heat flux 
ܹ    Laplace transformation of dimensionless temperature 
 transverse coordinate     ݕ
ܻ    dimensionless transverse coordinate, ܮ/ݕ 
 
Greek symbols 
 thermal diffusivity   ߙ
߬௤ᇱ    phase-lag in heat flux vector 
߬௤    dimensionless phase-lag in heat flux vector, ߬௤ᇱ ଶܮ/ߙ   
்߬ᇱ    phase-lag in temperature gradient vector 
்߬    dimensionless phase-lag in temperature gradient vector, ்߬ᇱ  ଶܮ/ߙ
Ω     

ଶିఙೡ	
ఙೡ 	

 

Ѱ      ଶିఙ೅	
ఙ೅	

. ଶఊ
ఊାଵ

 

 ௩    tangential-momentum accommodation coefficientߪ
்ߪ    thermal accommodation coefficient   
 specific heat ratio      ߛ
 mean free path   			ߣ 
 kinematic viscosity    ݒ
 coefficient of viscosity    ߤ
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