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Abstract 

 
Today’s progress in the development of rotorcrafts is mostly associated with optimisation of 

rotorcraft performance achieved by active and passive modifications of main rotor assemblies and 

a tail propeller. The solution to actively change aerodynamic characteristics assumes a periodic 

change of geometric features of blades depending on flight stages. Changing geometric parameters 

of blade warping enables optimisation of main rotor performance depending on helicopter flight 

stages. This numerical research with Ansys Fluent investigates the characteristics of the drag and 

lift force as a function of angle of attack for the profile of the blades. In order to obtain quantitative 

and qualitative data to solve this research problem, it was necessary to carry out a number of 

numerical analyses. This design concept assumes a three-bladed main rotor with a chord of 0.07 m 

and radius R = 1 m. The value of rotor speed is a calculated parameter of an optimisation function. 

A number of performance analyses as a function of rotor speed have been performed. 

 

1. Introduction 

The development of aircraft rotors construction is related to performance 

optimisation of the main rotor and tail rotor assemblies [9]. Numerous studies are 

being carried out to improve aerodynamics of aircrafts [14, 17, 20] or to reduce 

its fuel consumption [6]. The change of geometric properties of the elements of 

the rotorcraft depending on the flight stages, is the subject of many research papers 

[4, 7, 15]. Such an approach in the case of the blade, through the use of active and 

passive modifications, allows to increase the aerodynamic performance of 

rotorcraft [16, 18]. 

The angle of attack of a given section of the helicopter's rotor blade depends 

on the flight speed, current rotor azimuth, distance between the profile and the 

rotor axis, rotor's oscillation with respect to the horizontal and vertical hinge and 

given angle of general pitch controlled by the pilot. The range of attack angles 

achieved by different blade sections and their forced variability caused by control 

influence complexity of aerodynamic phenomena occurring on the main rotor. All 

of this makes aerodynamic loads acting on the blade, which are transferred to the 

fuselage to allow flight, very variable [10]. The literature [5, 11] presents a study 
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of helicopter aerodynamics and flight mechanics mainly for fixed flight 

conditions. In the papers [1, 12] and [13], models of aerodynamic phenomena 

occurring on the main rotor were presented. The formulas enabling determination 

of the position of the main rotor cone and calculation of global forces and 

moments generated by the rotor were given.  

The paper [19] presents experimental results of turbulence tests from 

helicopter rotor in the hover mode. The investigations were carried out with 

a model of a rotor in a T-1K wind tunnel at the Kazan Aviation Institute. The rotor 

consisted of four identical blades. The Q-criterion was used to identify peak 

vortices for a 2D case. The results were compared with two different turbulence 

models. In work [8] vortices were identified using Q-criterion, which defines 

vortices as connected spatial regions, where the Euclidean norm of the vorticity 

tensor dominates over the rate of strain tensor. Visualisation of the flow field 

around the research object was carried out on the basis of Dantec PIV system. 

More on imaging anemometry can be found in the paper [3]. 

2. Research object 

Figure 1 shows the view of the blade with general dimensions. This blade was 

made based on profiles NACA 24018, NACA 23012 and NACA 2309. The blade 

chord is 0.07 m. The location of given profiles along the blade length is reserved 

and constitutes “know-how” of the project. Between the above mentioned 

sections, there is an approximation from one profile to another by using, for 

example, the function of multi-sections solid. 

 

 

Fig. 1. View of the blade with general dimensions 

The blade is based on three different aerodynamic profiles, which are 

approximated between the characteristic cross-sections indicated in figure 1 and 

provide a modification of two adjacent profiles. Therefore, it is important to 

determine transitional characteristics for the derivative profiles located between 

the main ones. 2D models were made for eight blade cross-sections starting from 

0.3R to 1R every 0.1R. For each of sections numerical calculations were carried 

out in the range of angles of attack from 0° to 16° every 4°. This is a theoretical 

range for setting the angles of attack of the entire blade. Due to the number of 

measurement points, it was decided to carry out calculations from blades zero 

position and not from aerodynamic aerofoils zero position. This is justified by the 

150
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fact that the subject of the article is to test the supporting rotor and not individual 

aerodynamic profiles.  

At work [2], calculations on engine load for prerotation of the main rotor of an 

autogyro were carried out. The calculations were performed in an analytical 

manner based on the available aerodynamic characteristics of the NACA 9-H-12 

profile on which the rotor blade was based. In this case, three different profiles 

were used, which significantly extends the calculation, but the algorithm of 

operation remains unchanged.  

3D model has been prepared in CATIA V5 program. Figure 2 shows the blade 

with applied aerodynamic profiles in control sections placed every 0.1 m. This 

blade is a research object and, at the same time, an initial model for further 

research. It contains torsional angles of individual sections, which are verified by 

the calculations carried out in this article. 
 

 

Fig. 2. View of 3D blade model with aerodynamic profiles 

3. Numerical method and boundary conditions 

Because the rotor blade is based on three different profiles and there are 

intermediate profiles between the three profiles (after approximation), the 

aerodynamic characteristics of profiles distributed evenly along the blade must 

first be developed. For this purpose, it was decided to divide the blade into sections 

starting from R = 0.3 m every 0.1 m. Each section is represented by a profile 

appropriate to the section, e.g. R/Ro = 0.3; 0.4;...; 1. 2D calculations were carried 

out for each section to determine the value of the lift force coefficient and the drag 

force coefficient. They will be used to calculate aerodynamic forces acting on the 

rotor as described in the work [2]. When the rotor rotates at an exemplary 

rotational speed of 1600 rpm, individual sections of the blade reach a different 

peripheral speed. Values of the peripheral speed at which the lift force and drag 

force coefficients of profiles placed on an individual radius are calculated and 

presented in table 1. 

The calculations were carried out as two-dimensional. As a solver, the 

pressure-based solver was selected. In the solution settings as momentum equation 



9 

 

algorithm and default SIMPLE algorithm was selected. For the equations of 

momentum, energy, dissipation energy of turbulence, kinetic energy of 

turbulence, interpolation schemes of the second row were chosen. The 

convergence calculation solution for the above mentioned equations, as well as 

the pressure and the velocity on the plane of the symmetry were monitored during 

the simulation. 

Tab. 1. Peripheral speed value in the considered sections 

Radius 

R/Ro 

Velocity  

at radius R 

[m/s] 

 

0.3 50.24 

0.4 66.99 

0.5 83.73 

0.6 100.48 

0.7 117.23 

0.8 133.97 

0.9 150.72 

1 167.47 

 

The calculations were carried out for turbulent intensity 1%, turbulent viscosity 

ratio 2 and temperature 288 K. For prepared geometry, the 2D mesh were 

calculated with 28 572 elements and 17 049 nodes (figure 3). The maximum 

skewness value is 0.76. 

 

 

Fig. 3. View of the 2D computational grid for R = 0.3 m 

In addition, a preliminary 3D model of the main rotor was developed for 

aerodynamic characteristics testing. Individual blades were prepared as solid 

models and then modified to facilitate preparation of the calculation grid (figure 4). 
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Fig. 4. Simplifying the rotor blade surface using the merge function 

Figure 5 shows a view of the complete 3D model of the support rotor, based 

on which the computational model was developed. Sliding mesh layers on each 

other and the exchange of information between them without having to connect 

the nodes of each cell is guaranteed by the use of interfaces. This situation required 

to choose interfaces cooperating with each other, so it was necessary to create 

a pair of interfaces on the contact place, one for each of the adjoining. 

 

 

Fig. 5. View of the complete rotor for numerical calculations 

For the Mesh Motion simulation using computational solver Fluent, flow 

phenomena simulation with transient time conditions was prepared. Due to the 

nature of flow, to solve the phenomena of turbulence, equation of energy and 

turbulence were assumed. In all analyses, the turbulence model Realizable k-ε 
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(RKE) was used. Calculations were carried out for a rotational speed of  

1400–1800 rpm. 

The flowing gas was the ambient air for which the ideal gas model was 

adopted. As a reference pressure, a normal pressure with a value of 101 325 Pa 

was assumed. In the simulations, following boundary conditions were assumed: 

 inlet: pressure-inlet, air pressure at the inlet 101 325 Pa; 

 pressure-outlet, air pressure at the outlet was equal to ambient pressure: 

101 325 Pa; 

 turbulent intensity: 10%; 

 turbulent viscosity ratio: 10;  

 time step: 0.000609 s; 

 number of time step: 5000. 

4. Results and discussions 

Figure 6 shows the aerodynamic characteristics obtained by calculations of 

aerodynamic profiles used. Individual characteristics have been described in the 

legend as subsequent sections, e.g. 0.3R, i.e. R = 0.3 m, etc. 

 

Fig. 6. The characteristics of the lift force coefficient (left) and drag force coefficient (right)  

as a function of the angle of attack α 

In order to calculate the power demand and torque of the drive system of the 

tested rotor, the forces acting on individual blades should be determined. The 

general formula for the drag force (necessary to determine the torque) is shown in 

equation (1) where CD is the drag force coefficient, ρ – air density, A – reference 

surface area, υ – blade peripheral speed. 
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𝐹𝐷 = 0.5 ∙ 𝐶𝐷 ∙ 𝜌 ∙ 𝐴 ∙ 𝑣2 (1) 

To calculate the total thrust generated by the rotor, firstly the lift force of 

a single blade should be determined. The formula for lift is illustrated by the 

following dependence (2). According to the calculation algorithm based on 

division into sections, in order to calculate the lift force of the first section 

(counting from the rotor axis), it is necessary to consider the lift force factor CL 

for the profile located in the section R = 0.3 m (3). 

𝐹𝐿 = 0.5 ∙ 𝐶𝐿 ∙ 𝜌 ∙ 𝐴 ∙ 𝑣2 (2) 

𝐹𝐿0,3 =  0.5 ∙ 𝐶𝐿0.3 ∙ 𝜌 ∙ 𝐴 ∙ 𝑣0.3
2  (3) 

Based on (3), the total lift generated by a single blade will be described as (4): 

𝐹𝐿 =  0.5 ∙ 𝜌 ∙ 𝐴 ∙ (𝐶𝐿0.3 ∙ 𝑣0.3
2 + 𝐶𝐿0.4 ∙ 𝑣0.4

2 + 𝐶𝐿0.5 ∙ 𝑣0.5
2 + 𝐶𝐿0.6 

      ∙ 𝑣0.6
2 + 𝐶𝐿0.7 ∙ 𝑣0.7

2 + 𝐶𝐿0.8 ∙ 𝑣0.8
2 + 𝐶𝐿0.9 ∙ 𝑣0.9

2 + 0.5 ∙ 𝐶𝐿1 ∙ 𝑣1
2) 

(4) 

Similarly, the torque of one blade (5) and the power of the propulsion system 

from equation (6) can be determined. 

𝑀 = 𝐹𝐷0.3 ∙ 𝑅0.3 + 𝐹𝐷0.4 ∙ 𝑅0.4 + 𝐹𝐷0.5 ∙ 𝑅0.5 + 𝐹𝐷0.6 ∙ 𝑅0.6 
+𝐹𝐷0.7 ∙ 𝑅0.7 + 𝐹𝐷0.8 ∙ 𝑅0.8 + 𝐹𝐷0.9 ∙ 𝑅0.9 + 𝐹𝐷1 ∙ 𝑅1 

(5) 

𝑃 =
𝑀∙𝑛

9549.3
 [kW] (6) 

Figure 7 shows an exemplary velocity contour and pressure contour around the 

blade profile for a radius R = 0.3 m, peripheral speed v = 50.24 m/s and an angle 

of attack α = 12°. 
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Fig. 7. Velocity contour (left) and pressure contour (right) around blade profile for R = 0.3 

m, v = 50.24 m/s, α = 12° 

Figure 8 shows the velocity contour and pressure contour around the blade 

profile for a radius R = 1 m, peripheral speed v = 167.47 m/s and an angle of attack 

α = 12°. 

  

Fig. 8. Velocity contour (left) and pressure contour (right) around blade profile for R = 1 m, 

v = 167.47, m/s, α = 12° 

Figure 9 shows the dependence of the demand for the power of the propulsion 

system on the angle of attack of the rotor blades and the mass for the considered rotor 

speeds in the range from 1400 rpm to 1800 rpm.  

Figure 10 shows the dependence between the torque as a function of the angle of 

attack of the rotor blades and the mass for the considered rotor speeds in the range 

from 1400 rpm to 1800 rpm. 
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Fig. 9. Demand for power of the rotor drive system as a function of angle of attack (left) and 

as a function of weight (right) 

 

  

Fig. 10. Demand for torque of the rotor propulsion system as a function of the blade angle 

(left) and as a function of weight (right) 

Based on the calculations carried out using the mesh motion method, very similar 

results of power demand and torque were obtained in relation to the thrust presented 

as the lifting mass. Three-dimensional calculations were carried out for the selected 

rotation speed n = 1600 rpm. Figure 11 shows the pressure contour on the surface of 

the tested rotor. 
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Fig. 11. View of the pressure contour of main rotor 

A comparison of obtained results is shown in figure 12. For the rotational speed 

n = 1600 rpm in the first method based on 2D analysis, the angle of attack α = 12° 

resulted in a thrust force equal to 1241.8 N. For the mesh motion method, it is 

only 936.7 N which is a difference of 24.6%. The reduced value of the thrust force 

in relation to the angle of attack of the rotor blades for the mesh motion method 

may result from the influence of the number of blades on the results obtained. The 

phenomenon of aerodynamic interference of blades interacting with each other 

can have a negative effect. The first method based on 2D analysis does not 

consider the negative impact of the blades. Subsequent tests including wind tunnel 

tests will allow to verify current calculations. 

 

Fig. 12. Comparison of obtained power demand values for n = 1600 rpm 
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5. Conclusion 

The research performed on helicopter rotor blades is the initial stage of work 

on a new rotor, to increase the aerodynamic performance of rotorcraft. The work 

involved calculations of thrust and demand for torque and power of helicopter 

main rotor propulsion system. The calculations were carried out for rigid rotor 

blades with a diameter of 2 m. The rotor is to be dedicated to the unmanned 

helicopter with a take-off mass up to 150 kg. Based on the results obtained 

(Fig. 9), it was found that only at a rotational speed of 1700 and 1800 rpm 

sufficient thrust has been achieved. In the considered range of blade angles of 

attack from 0° to 16° degrees for a rotational speed of 1800 rpm, a thrust force 

corresponding to 150 kg of mass at α = 11° was obtained. The power demand for 

these conditions is 10.5 kW and for torque 67 Nm. To achieve the same thrust for 

a rotational speed of 1700 rpm, power demand increases to 14 kW, torque is 85 

Nm and blade angle α = 13°. In the future, wind tunnel testing is planned to 

validate numerical models. 
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Abstract 

 
The article presents the Finite Element Method used to evaluate the bracket-type structure in 

terms of stress accumulation in the places of structural notches. Frequently, the presence of structural 

notches causes a local increase in stresses. The active points of stresses allow the evaluation of the 

structure with regard to its stability. The comparison of results obtained from the stress numerical 

calculations without analysing stress active points and with the use of this method is presented 

herein. 

 

1. Introduction 

Reliability of results received in numerical calculations often seems to be 

questionable. Especially, when a simple structure is calculated by means of 

numerical calculations, and significantly higher results are received, as compared 

to approximate values suggested by our engineering intuition. 

In principle, numerical modelling comes down to the reflection of real 

geometry of a product. The purpose of such an approach is to: 

 eliminate prototype production, 

 analyse production capabilities, 

 eliminate assembling errors, 

 analyse the product strength under applied load. 

The world literature authors describe the use of finite element method in 

various fields of mechanical engineering. The article [4] discusses the application 

of finite element method to the numerical analysis of welding heat source. In the 
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publication [3] authors present numerical research results for energy absorption 

capability of energy absorbents in the form of thin-walled poles with a square 

section with cavities, subject to axial impact loads. Research covered impact of 

geometric parameters and position of strain initiators in the form of cylindrical 

dimples in corners on behaviour of the structure and energy absorption properties. 

The article [2] details the numerical analysis of the semitrailer frame structure 

with variable length and increased carrying capacity intended for transportation 

of excessive cargos. Conducted research aimed at developing adequate FEM 

numerical models facilitating identification of structure strain and deformation in 

operational conditions.  

In the publication [15] the authors described the use of numerical methods to 

evaluate buckling of a thin-walled profile in the shape of a C-beam subject to axial 

pressing. In the publication [10] the authors used numerical simulations to 

evaluate the strain of safety gear structure in the passenger lift. The results of 

numerical simulations were compared with the results of a physical experiment 

that has given concurring results.  

The author of publication [14] depicted a problem of I-shaped profile 

optimisation. The optimisation process was conducted with the use of Abaqus 

program. The numerical analysis of a strictly statistical problem was based on the 

finite element method. The scope of analysis covered also determination of 

stresses and displacements in the profile, as well as structure typology 

optimisation. A different approach to structure engineering is presented in the 

publication [1]. The authors described impact of selected operational parameters 

on the distribution of stresses/deformations of a piston crown in the diesel engine. 

The use of FEM method allowed the explanation of wear mechanism, which in 

general leads to damages on the surface of piston crowns. Results obtained from 

operational research confirm presence of cracks and chipping in places of 

maximum stresses and deformations. The authors of the publication [5] discussed 

preliminary results of FEM analysis covering an impact of an experimental 

machining and chipping head on a rock. A strong impact of FEM grid on quality 

and accuracy of simulation was established. Moreover, the finite element method 

is more and more often used to simulate the effects of the magnetic field. 

Publications [9], [8] show results of numerical analysis for the magnetic field 

distribution when designing magnetic circuits in measuring probes used in 

magnetic testing of steel ropes. The author of the publication [13] presents the 

possibility to apply the finite element method in analysis and measurements of 

values describing the magnetic field. Measurements were taken in the QuickField 

program. According to the author, the use of simulation method in the field of 

inductance allows to evaluate model performance in defined external conditions 

and introduce structural modifications. In the publication [19] the author presented 

the use of FEM method to analyse the results of simulation of stresses and 

deformations in the electric motor housing on the basis of which, as the author 

claims, it was possible to optimise the housing. In the publication [11] the authors 
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described the results obtained in the analysis of the safety gear structure by means 

of the Finite Element Method and Abaqus software. In the publication [22] the 

authors discussed the method of modelling a composite profile, which was subject 

to axial pressing. Numerical simulation results were compared with the results 

received from tensile testing. The authors of article [6] present their own original 

FEM application for strength analysis and three-arm puller geometry 

optimisation. The designed puller was modelled with the use of Solid Works 

environment software. Strength test simulation results for stresses were presented, 

so were results of calculation of deformations and displacements occurring during 

the operation of the puller. Authors in the article [21] detail the application of 

ABAQUS program for the numerical simulation of the rectangular extruded 

profile forming process. The numerical model considered a change in friction 

factor and in mechanical properties, as well as a change in orientation in relation 

to the rolling direction. The objective of the paper [18] was to carry out strength 

testing of coach bodies in the situation of its overturning to the side or turning 

upside down. Examination of the process of hitting the road surface and 

deformation of body framework is supposed to allow the assessment of 

passengers’ safety and body strength of this type of vehicles. The Abaqus software 

was used in simulation. In the publication [12] the authors described the results of 

numerical simulation applied to assess some displacements of the machine tool 

body used for the extruded joints and operated in equal geometric configurations. 

In the publication [17] the authors used the Finite Element Method available in 

Catia program to evaluate the strain of a carrying frame in a heavy vehicle. 

Stiffness of frame elements under load was also evaluated. Applicability of the 

Finite Element Method is much more extensive in technology, not only for 

purposes connected with mechanical engineering but also in different fields of 

technology. The author in the publication [7] showed the numerical simulation of 

cutting process, considering the phase of ductile fracture. Fracture growth was 

modelled by deleting, in next steps, deformation of these elements in case of 

which the critical value of the specified factor has been exceeded. A joint study 

describing the application of the finite element method to engineering structure is 

compiled in [16]. Authors present the use of this method in load carrying 

structures affected by various load cases. 

In numerical modelling it is frequent that significant geometrical details are 

ignored. These are the details that affect not only proper assembly but also disturb 

the numerical analysis results. One of such details is the place where one surface 

joins the other. It is called a notch in the machines structure. When performing 

numerical calculations for the structural notch, the value of stresses is much higher 

than it is in reality. 
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2. Numerical model of a bracket-type part 

The numerical model of a bracket-type part is presented in figure 1. 

A characteristic feature of the presented theoretical model is no radius on bracket 

bend. 

 
Fig. 1. The numerical model of a bracket-type part (the authors’ private source) 

 

For the purpose of theoretical numerical analysis, the bracket was restrained 

by eliminating all freedom degrees, three translational and three rotational ones 

(Lx=Ly=Lz=0 i Rx=Ry=Rz=0). Elimination of freedom degrees is illustrated in 

figure 1 as green arrows. In order to represent the distribution of stresses in the 

place of a notch, the bracket had to be subject to complex load. To achieve the 

assumed objective, three types of load have been selected:  

 tensile force of 250N value (pink), 

 shearing force of 250 N value (green) 

 torque of 2 Nm value (yellow) 

 

Values of individual loads have been matched by iterating successively 

simulation calculations so that stress active points occur. 

In order to present the place where stresses are accumulated, the denser mesh was 

used in the area of a zero radius presented in figure 2. 

A solid mesh was used in the model. The mesh was based on the curvature 

mixed with Jacobian determinants in the nodes of 1mm size. The denser mesh was 

used in the places with a structural notch. Also, an element of 0.45 mm size was 

defined. The model with applied Finite Element mesh is presented in figure 3. 
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Fig. 2. The geometrical model with a linear structural notch (the authors’ private source) 

 

 

Fig. 3. The geometrical model with applied Finite Element mesh and a denser mesh used in 

the structural notch area 

The bracket has been designed to be made from steel with the following 

mechanical properties: 

 Young’s modulus E = 210 GPa, 

 Poisson’s ratio = 0.3, 

 material density  = 7860 kg/m3, 

 yield point Re = 230 Mpa 

The result of numerical calculations for the bracket subject to the complex load 

are presented in figure 4. While analysing the received stress distribution it can be 

noticed, that the colour of the volume majority ranges from dark blue to light blue. 

This illustrates on the stresses scale that the value of stresses in the modelled part 

should be on the level of app. 60 MPa. However, the maximum value of stresses 

reached in the analysed part is on the level of 131 MPa. That value exceeds 

significantly the stresses in the remaining volume of the model. When the place 

of the structural notch is enlarged (Fig. 5), it is noticeable that there are stress-

active points on the edge between two surfaces. They reach significantly higher 

values than the remaining values of stresses in the part model. 
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Fig. 4. The discrete model with nodular stresses distribution 

 

 

Fig. 5. The stress active points distribution 

Distribution of stress values in the structural notch is presented in figure 6. To 

eliminate unwanted phenomenon of stress accumulation in the modelled parts, the 

temporary notches should be used. These are for example: undercuts, curvatures 

and edge chamfers. These are the notches where potentially some stress 

accumulations appear [[20]]. The example described above has been changed by 

using the temporary notches on edges where stress-active points were present. The 

change involved adding 2 mm curvature, which is illustrated in figure 7. 
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Fig. 6. Diagram of stress distribution as a function of model edge length  

 

Fig. 7. The numerical model after geometrical modifications 

After implementing some changes to the model geometry, it is not possible to 

reanalyse the numerical calculations until the new mesh is prepared. In the 

presented case, the mesh was made with the same properties as these described in 

the above case. Moreover, in the areas of edges with modified geometry, the 

function to control the mesh was eliminated. From the point of view of structure 

mechanics, stress accumulation will appear also in the analysed area of our part, 

but it will be directed to the certain area, and not to the spot fluctuations of values. 

The numerical model of the analysed part and the values of stresses are displayed 

in figure 8. 



25 

 

 

 

Fig. 8. The model after geometry modifications with the recalculated values of stresses 

As presented in figure 7, maximum values of stresses in the analysed model, 

due to the rounded corner are 47.8 MPa. These values are more probable from the 

production’s point of view. 

In the case shown in figure 3, maximum stresses, according to the Huber von 

Mises’s hypothesis, of 131 MPa have been achieved under the set load. The 

temporary notch applied in the bracket structure allowed to reduce the maximum 

stresses to 47.8 MPa. By analysing figure 7, it can be noticed that the distribution 

of stresses in the place of bracket bend on the assumed radius is more uniform 

than in the case of non-rounded edges.  

When analysing the above case, a fundamental aspect of structural analysis is 

to adopt the right procedure that would ensure the most authentic geometrical 

condition of the part and the condition of stresses under load. figure 8 presents the 

scenario for the above mentioned case. 
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Fig. 9. The scenario adopted to analyse the case with the stress singular points 

3. Conclusion 

Theoretical considerations on the introduction of a temporary notch in place of 

a structural notch and elimination of stress active points allow formulation of the 

following conclusions: 

 While modelling the part it is crucial to consider the fact whether it is feasible 

to manufacture a theoretically modelled part in the workshop conditions. The 

values of stresses generated due to the incorrect geometry shall also be 

considered. 

 Numerical tools such as active point analysis used to investigate the 

conditions of stresses facilitate making proper decisions on modelling the 

right geometry of the part. 

 Introducing a temporary notch to the examined bracket structure allowed the 

reduction of stresses from 131 to 47.8 MPa, i.e. by 63%, whereas increasing 

the radius would reduce the value of maximum stresses. 

 Owing to the structural notch elimination, a safety factor of the bracket has 

increased from 1.79 to 4.91. 

 In real structures, a high safety factor demonstrates the possibility to increase 

the load of the structure or to reduce its sections. 
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 On the basis of obtained results of numerical calculations, changes in the load 

of the structure or in sections must be correlated with the applicable safety 

factors for particular categories of structure. 

 Knowledge of structure load conditions provides an answer in the form of 

distribution of stresses with values approximate to actual operation 

conditions. 

 Revealing stress active points in the general analysis may provide the basis 

for conscious use of temporary notches in order to reduce the level of stresses. 

 Analysing the presented case, it can be stated that the results received by 

means of numerical methods provide quite realistic results. 

 Numerical analyses reduce the prototyping costs and limit the cost connected 

with time spent for structure design and preparation. 
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Abstract 

 
Speech recognition systems are applied in many different solutions (e.g. web and mobile 

applications for language learning or voice assistants). They are frequently used by non-native 

speakers. Speech recognition accuracy or its tolerance to pronunciation imperfections may be an 

important aspect.  

This article compares four APIs for speech recognition: Web Speech API, Microsoft Speech 

Service, Watson Speech to Text and Android SpeechRecognizer. The aim was to determine which 

API best recognises the speech of a person who uses English as his/her non-native language. The 

tests involved two groups of participants: (1) persons with modest language skills (level A1-A2), 

(2) people whose language level was at least B1. The participants read a set of sentences. Their 

speech was processed by each API included in the comparison. The results were assessed using (1) 

the percentage of incorrectly recognised words, (2) the word error rate, (3) the Levenshtein distance, 

(4) the number of incorrectly recognised words in a sentence. The best API for more advanced 

English speakers is the Watson Speech to Text service. The best API for non-fluent English speakers 

is Android SpeechRecognizer. 

 

1. Introduction 

Today, the knowledge of foreign languages is not only a welcome but also 

a desirable skill. It allows for communicating with people around the world. 

Sometimes the ability to communicate with people from other countries is 

an inevitable necessity (as in a job requirement). At the same time, people have 

less and less time to spend time on conventional language courses. They can get 

by with web or mobile language learning applications. Speech recognition 

systems are used in some apps to verify the user’s pronunciation. Voice assistants 
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also use speech recognition. Due to the limited number of supported languages, 

many users have to control and communicate with such assistants using non-

native languages. Automated translation systems also require accurate speech 

recognition. In all those cases speech recognition accuracy for non-native speakers 

with different levels of language skills is important. 

2. Automatic speech recognition 

Automatic speech recognition is applied in many areas. One of them is 

language learning applications. There are many such applications on the market, 

but pronunciation practice is not their strong point. Applications only offer audio 

recordings to be listened to by the user, or their speech recognition systems are 

uncomfortable. There are a few solutions that help the users verify their 

pronunciation but some may not be available to the particular user because they 

are too expensive (e.g. Busuu) or, they are applications for communication 

between users (e.g. HelloTalk), without the possibility of developing vocabulary 

or grammar in the traditional form of exercises and tasks [1]. 

Another application of speech recognition systems is automated translation. 

A personalised translation listening system is proposed in [2]. The systems 

classify users by age after inputting speech. It gives the translated result back to 

the user, speaking at an emphasised speech based on the user's age. The system 

performs age recognition, speech recognition, language recognition, Google 

machine translation, and returns the results with the help of TTS web services. 

2.1. Phonology 

Every language in the world has characteristic features that make it unique. 

These include prosody (intonation, emphasis and rhythm), pronunciation 

and vocabulary. Since most speech recognition research is conducted on people 

whose tested language is their native language, speech recognition services learn 

primarily a "pure" version of the language; free from distortions caused by 

the influence of a speaker’s native-language on his/her pronunciation 

in the language in question. 

Unfortunately, a person’s speech characteristics in a foreign language depend 

strictly on his/her native language. The transfer of the melody of the native 

to a foreign language is a natural phenomenon. In addition, this phenomenon is 

even more pronounced if the person's foreign language skill is low. Research 

shows that the speech processing model for native speakers may be useless in the 

case of non-native speakers [3]. 

A completely different problem is the creation of a common phonetic alphabet 

for the speech recognition service in the case of the different speech characteristics 

of users. Two conflicting issues should be considered here: correctness and 

efficiency. To make speech recognition work correctly, each type of pronunciation 

should be implemented separately, but such a solution would require significant 
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resources. On the other hand, unifying the phones will make speech recognition 

system unable to process the required amount of input data still to function 

properly [4]. 

Apart from creating a separate phonetic alphabet for each type 

of pronunciation, there is one more solution. It consists in assuming that persons 

who speak a foreign language will use mainly the phonemes of their native 

language and transfer them to a foreign language. Thanks to this assumption, the 

amount of data can be halved. This is because the phonetic model of the user's 

native language is combined with the language model and the dictionary 

of the foreign language [5]. 

2.2. Decoder 

The main element of a speech recognition system is a decoder [4]. The decoder 

analyses the provided sample and, based on the computed confidence level, selects 

the most likely sentence. The decoder does this analysis on the basis of data 

accumulated in the acoustic model, the pronunciation model and the language 

model. 

The acoustic model is used to define the basic units of speech, which can be 

phonemes, syllables or complete (but simple) words. The pronunciation model is 

responsible for the definition of units of such as syllables, words, or expressions, 

consisting of units of the acoustic model. The language model is used to determine 

the structure and syntax of a language, using the vocabulary contained in the 

dictionary of the pronunciation model [4]. 

2.3. Automatic speech recognition systems 

Automatic Speech Recognition (ASR) systems have a common structure both 

for users who speak a foreign language and for speakers who speak their native 

language. The only difference is that in the first case, ASRs may have 

an additional element that takes into account (manually or automatically) 

the accent of the person speaking. With this information, the system can select 

and apply appropriate speech processing models [6]. 

Speech recognition systems can be continuous or discrete. Continuous systems 

apply to users who speak full sentences or use phrases arranged in a sequence that 

the ASR is able to interpret. Discrete systems have a separate acoustic model for 

each word [7]. 

An ASR can also be classified as a user-dependent or user-independent system. 

User-dependent systems rely on data provided by the user and are able to interpret 

sounds only after the user has previously set up the system. An independent 

system does not require any initial input from the user to function properly [7]. 

Developments in neural-network-based acoustic and language modelling 

allow for advancing accuracy of speech recognition systems. Using (1) a CNN-

BLSTM acoustic model with a set of models of other architectures, (2) character-
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based and dialog session aware LSTM language models in rescoring, (3) a two-

stage approach for system combination, (4) a confusion network rescoring step 

after system combination allowed for achieving a 5.1% word error rate 

on the 2000 Switchboard evaluation dataset [8]. 

Studies suggest [9] two different technologies can be used for conversational 

systems, one for Web systems and other for systems running on mobile devices. 

They authors focused on the HTML5 Web Speech API (Web SAPI), and the 

Android Speech APIs. 

Another study [10] recognises that speech recognition is an important part 

of a speech interface that includes spoken dialogue function. They compare the 

speech recognition performance of two systems: Kaldi and Google Cloud Speech 

API. WER and RTF indicators are used for the evaluation of the speech 

recognition performance of each system. 

Yet another work [11] approaches the subject of speech recognition from robot 

voice control point of view. The authors divide the speech recognition system into 

two categories: open-source and closed source. For their comparison, the following 

systems were selected: Dragon Mobile SDK, Google Speech Recognition API, Siri, 

Yandex SpeechKit, Microsoft Speech API, CMU Sphinx, Kaldi, Julius, HTK, 

iAtros, RWTH ASR and Simon. The comparison is mainly focused on accuracy, 

API, performance, speed in real-time, response time and compatibility.  

In addition to the development of new speech recognition applications and 

designing experiments focused on selecting the best systems, there is also work 

aiming to automate speech recognition system testing. In the study by Këpuska et 

al. [12] the authors propose a tool that can be used to test and compare commercial 

speech recognition systems, such as Microsoft Speech API and Google Speech 

API, with open-source speech recognition systems such as Sphinx-4. They used 

WER as an indicator of speech recognition performance. 

3. Speech Recognition APIs 

The four APIs used in the presented research are briefly described 

in the following subsections. 

3.1. Web Speech API 

Web Speech API is a solution for web applications, used to recognise and 

synthesise speech. This interface communicates asynchronously with the speech 

recognition service by sending data between the user and the service [13]. It is 

currently available on the Google Chrome browser and should soon be available 

on Mozilla Firefox (at the moment of this writing it is considered experimental). 

For the purposes of the research described in this article, the Web Speech API 

has been set up as follows: (1) the speech language was set to English, (2) 

continuous processing was enabled (so that the service records sound even if 

the user stops speaking) and (3) return of intermediate results was allowed. 
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3.2. Watson Speech to Text API 

Originally, Watson was a supercomputer created by IBM to win the American 

game "Jeopardy!". Currently, Watson is a leader in the commercial use of artificial 

intelligence in advertising, education and finance. 

Watson has a speech processing service called Watson Speech to Text API. 

The results of speech processing are returned in the JSON format. Watson has 

three interfaces for communicating with the speech recognition service. 

The research uses an asynchronous HTTP interface that does not block queries to 

the service [14]. 

Like Web Speech API, Watson API has been configured to record continuous 

speech and to display intermediate results. In addition, this API adds a confidence 

indicator to the final result. 

3.3. Microsoft Speech Service 

Speech Service is a Microsoft service that includes all available speech 

processing products such as Bing Speech API, Speech Translator, Custom Speech 

and Custom Voice. 

Speech Service can work in three modes: conversation, dictation 

and interaction. This study used the dictation mode because it does not require any 

interaction between the software and the user [15]. In addition, this API has been 

configured to process continuous speech and to display intermediate results. 

3.4. Android Speech Recognizer 

SpeechRecognizer is a class built into the Android system used by applications 

for speech processing. It is the foundation for voice control of numerous mobile 

applications. 

Like other APIs, SpeechRecognizer sends resources to a remote server 

for speech processing. However, due to the fact that it was created for a mobile 

system, it is not suitable for speech recognition in dictation mode, because such 

an operation would significantly burden the battery and bandwidth [16]. 

In the conducted research, English was set as the recognition language and no 

intermediate results or confidence indicators were displayed. 

4. Testing the quality of speech recognition 

Speech recognition through a programming interface can be difficult for two 

reasons. The first problem is the difference between the pronunciation of syllables 

in native and foreign languages. Bilingual persons tend to transfer the 

characteristic sound of one language to another, rendering it difficult 

to understand by software. 

The second problem is the confusion of words and their meaning [17]. 

The systems that are most susceptible to this type of error are systems that 
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(in addition to processing natural language) try to understand it. Their goal is 

to find the context in the sentence and react to the user's request, which may be 

impossible in the event of erroneous recognition of the command given by the 

user [18]. 

To determine the differences in the effectiveness of the compared APIs, 

the Levenshtein distance and the word error rate were used. Both these values 

describe how much the input text (recognised from speech) differs from the 

original text. 

4.1. Word Error Rate 

The Word Error Rate (WER) indicates how many words in a sentence have 

been changed. These changes may concern such modifications as: insertions, 

deletions, substitutions or transformations (incorrect recognition) of words. 

The word error rate is given by [19, 20]: 

 

𝑊𝐸𝑅 = 
𝑆+𝐷+𝐼

𝑆+𝐷+𝐶
     (1) 

 

where: S – number of substitutions, D – number of words removed, I – number 

of words inserted and C – number of correctly recognised words. 

4.2. The Levenshtein distance 

The Levenshtein distance determines how much the output word differs from 

the input word. Like the word error rate, it focuses on insertions, deletions 

and substitutions, but instead of analysing the entire sentence, the Levenshtein 

distance analyses individual words [21]. 

To calculate the Levenshtein distance, one should count the number 

of transformations in the input word required to obtain the output word. 

The transformations taken into account are: substitutions, deletions and insertions. 

For example, the words Saturday and Sunday have Levenshtein distance of 3, 

because first, the letters ‘a’ and ‘t’ have to be deleted and then ‘r’ has to be 

substituted for ‘n’. 

Levenshtein's distance is a very quick way for measuring the difference 

between short character sequences. In the presented research it was used 

for original and recognised sentences. 

5. Research 

The research concerning the selection of the best speech recognition API was 

carried out on a group of 10 people, each of whom had the task of reading 3 

sentences for each of the compared APIs. The group of participants consisted of 5 

people who spoke English and 5 people who did not. None of them had lived 
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abroad previously nor was living abroad at the time of research. The native 

language of the participants was Polish. 

In order to make the recognition task even more difficult, the test sentences 

constructed in such a way that problematic phenomena appear in them. 

The phenomena are [22]: 

 homophones – words with the same pronunciation but different spelling 

and meaning, 

 alliteration – repeating sounds, 

 words easy to distort, due to the difficult-to-pronounce conglomeration 

of letters or those with a completely different spelling than the pronunciation. 

Sentences and phrases used for testing were: (1) red roses with thorny stems, 

(2) two tiny toads ate fat flying flies, (3) plenty plain plates in the pantry, (4) what 

you write isn't right, (5) he sells mangoes from his cell, (6) the motel maid made 

the bed, (7) the blue paper blew away, (8) painting pretty picture, (9) I dared the 

deer to hurt my dear duck, (10) sinful singer's speaking sonnets, (11) I hear the 

humming here, (12) you're not allowed to talk out loud in the library, (13) the 

bride walked down the aisle on a sunny isle, (14) I've always wanted to be a bee, 

(15) pretty puppets for two puppies. 

6. Test results 

The results, composed of the results of both speaker groups, indicate that 

the best speech processing API is Watson Speech to Text with 84% of the 

correctly recognised words. The second one is the Web Speech API, with a result 

of 79%. The third is Android SpeechRecognizer and Microsoft Speech Service, 

both with a result of 76% (table 1). 

Tab. 1. Percentage of correctly recognised words by the speech recognition services 

API Web Speech API 
Microsoft 

Speech Service 

Watson Text to 

Speech 

Android Speech 

Recognizer 

% 79.66 82.70 85.74 77.69 

Source: own work 

More detailed results show that the percentage of words recognised correctly 

by Watson Speech to Text in the group of users familiar with English is above 

average (92%). However, in speech recognition in users without good English 

skills, Watson Speech to Text achieved significantly lower results (only 75%). 

In this group of users, Android SpeechRecognizer achieved the best results 

of 76% (figure 1). 
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Fig. 1. Percentage of correctly recognised words by the speech recognition services by user 

group 

On the basis of the word error rate, it can be seen that the lowest number 

of errors (WER equal to 0.12) were made by Watson Speech to Text for a group 

of users who know English well. The values of this indicator, in the same user 

group, for Web Speech API, Android SpeechRecognizer and Microsoft Speech 

were correspondingly: 0.18, 0.28 and 0.19 (figure 2). 

Android SpeechRecognizer is the only service that can understand users who 

are not fluent in English as well as the users who know English well. Perhaps this 

is due to the popularity of the Android OS. Google is likely to create language 

models based on sample recordings from different countries with different voice 

characteristics. In the United States alone, Android has to recognise not only 

accents from different states but also accents of many minorities.  

While the results of Android SpeechRecognizer differed only slightly when 

it came to the sum of misinterpreted words, in the case of the word error rate 

the difference is much significant. Surprisingly, the speech of users who claim 

better English skills was harder for the service to interpret. For this group the WER 

value reached, as mentioned, the value of 0.28 as opposed to 0.21 for non-fluent 

users (figure 2). 

The word error rate is closely related to the Levenshtein distance. It can be 

observed that the distance value is the lowest for Watson Speech to Text when 

listening to users who speak English. Its average value is approximately 0.5.For 

users who do not speak the language, the best (lowest) Levenshtein distance, was 

achieved by Android SpeechRecognizer (approximately equal to 3 - figure 3). 

The worst, in the case of users who do not speak English well, is Web Speech 

API and Microsoft Speech Service. For these services, the average value 

of the Levenshtein distance is more than 6 characters (figure 3). 
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Fig. 2. Word error rate for individual services by user group 

 

 

Fig. 3. Edit distance for individual APIs by user group 

Additionally, the effectiveness in the interpretation of entire sentences was 

assessed. The most sentences – 5 – were recognised flawlessly by Watson Speech 

to Text. The lowest number of sentences – only 2 – were recognised correctly the 

Web Speech API. Both Microsoft Speech Service and Android SpeechRecognizer 

achieved the result of 3 correctly recognised sentences (table 2). Interestingly, 

speech recognition services usually recognised incorrectly 6 or more words in 

a sentence (table 2). 
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Tab. 2. Number of sentences in which 0, 2, 4 and more than 6 words were incorrectly 

recognised, grouped by speech recognition services 

Number 

of 

sentences 

Web Speech 

API 

Microsoft 

Speech Service 

Watson Text to 

Speech 

Android Speech 

Recognizer 

0 2 3 5 3 

2 1 0 0 1 

4 3 2 3 2 

>=6 9 10 7 8 

Source: own work. 

The sentences that were flawlessly recognised are sentences that are quite short 

and do not contain difficult sounds. In addition, they are phrases containing 

homonyms that are clearly separated by other words and, having examined 

the context of the entire sentence, the speech recognition service can determine 

which one of the possible results should be selected. 

7. Conclusions 

Although at first it may seem that the best speech recognition API is Watson 

Speech to Text API, after analysing the results, it may be concluded that Watson, 

although it has its advantages, does not meet the needs of one of the two user 

groups. 

In the case of users who have not had contact with a foreign language or their 

level of language skills is low, one should use the API, which it is directed towards 

the average user and, most importantly, is able to understand them. Android 

SpeechRecognizer meets this condition. 

Probably, Watson’s AI models were trained using high-quality native speaker 

speech samples. This is the likely reason why it is not able to understand the user 

whose pronunciation is different from those from the training dataset – they speak 

with an accent. 

However, one cannot deny that Watson Speech to Text coped very well with 

speech recognition in users who are more advanced in English. Its effectiveness 

may be the result of using artificial intelligence, which based on the context, was 

able to determine more confidently which words should be selected from 

the possible recognition results. 

Keeping in mind the current interest in speech recognition, which 

is developing intensively, one can expect that speech recognition will soon be 

more widely adopted in language learning applications. 

The integration of speech recognition service with natural language 

interpretation software could lead to the development of an application offering 

a real language course. Such software could conduct a conversation with the user. 

Ask him/her questions and then check the correctness of the answers. 
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Abstract 

 
IT outsourcing (ITO) is permanently present in organisations operating in the conditions of the 

global economy. The number of organisations using ITO is growing rapidly and new companies and 

organisations are still facing a dilemma whether to outsource functions related to the functioning of 

IT systems or to continue to perform these functions within the enterprise. Deciding on the use of 

IT outsourcing is not easy. The aim of the article is to present the course of the decision-making on 

the introduction of IT outsourcing to the organisation. The research problems were formulated as 

follows: What is the course of the process of deciding on the introduction of ITO to the organisation? 

Is it possible to support the process of deciding on the application of ITO in the organisation through 

the use of artificial intelligence (AI)? What benefits will the use of AI bring to the decision-making 

process? The article shows that the use of AI is possible and that it can bring tangible benefits. At 

the same time, a case study of enterprises was presented, in which IT outsourcing was successfully 

implemented and used. The use of artificial intelligence will help support the decision-making 

process regarding the introduction of IT outsourcing and making more accurate predictions. 

However, a growing need in assessing forecasts is predicted and the process cannot be performed 

by IT solutions but by human employees. 

 

1. Introduction 

25 years ago, the era of the so-called “new economy” began, that is, the 

economy based on an increasing share of knowledge and information. The 

growing importance of the two caused the development of information and 

communication technologies, contributing simultaneously to the ongoing 

globalisation. Digitisation has revolutionised the economy both on the macro and 

micro scale. The progress of information technologies has caused rapid 

development in the use of computers in the activities of organisations and 

enterprises. It also triggered the intensive development of IT outsourcing, that is 

outsourcing activities related to the functioning of internal IT systems. IT 

outsourcing, in today’s sense, has been in operation for around 25 years. During 

this period, there has been an increase in the number of organisations using ITO. 
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There has also been a rapid development of IT outsourcing itself through the 

emergence of new trends in three areas: technological, organisational and social 

[1]. In the technological area, novelties in ITO development concerned the use of 

cloud computing and the development of the technology itself (robotisation and 

automation, the use of artificial intelligence, the use of advanced spreadsheets). In 

the organisational area, new developments in ITO development included the use 

of crowdsourcing and reverse outsourcing. And in the social domain new 

developments in ITO concerned the emergence of new professions (related to 

security engineering, architecture and big data analysis), forms of employment 

(body leasing, team leasing, remote work) and intensive expansion of ITO 

suppliers in Asia and Central and Eastern Europe. The increase in the number of 

organisations using ITO and the ITO development trends have attracted the 

interest of other businesses considering the implementation of the changes in 

question. Enterprises are increasingly often faced with the decision-making 

dilemma whether to start using ITO or not, the process that this article sets out to 

present. 

2. IT outsourcing in Poland 

Outsourcing is not a new phenomenon, neither in the world nor in Poland. It 

emerged in the twentieth century, but its elements can be traced back to 

educational institutions (colleges, universities, institutes) run by Christian orders 

commissioned by rulers and in the logistics and archiving of Alexander Hays’s 

company from the 17th century. Under the current name and meaning, the concept 

came into practice of management sciences in the 1980s, and to the theory of 

management in the1990s [2]. All companies use outsourcing as they have 

suppliers and cooperators. The phenomenon of outsourcing spread during the 

development of craft production in the 18th century, which was when a system of 

cooperative relations was created, NB currently referred to as outsourcing 

connections. The industrial revolution of the late 19th and early 20th century 

contributed to the development of large industrial enterprises and, at the same 

time, meant that the importance of craft manufactories significantly decreased. 

The scale of the outsourcing phenomenon has been reduced. Only the 

emergence of new ones and the development of existing management concepts in 

the 1960s and 1970s made the concept of outsourcing revive as well. The 

precursor of the new wave of outsourcing development as a phenomenon, in 

particular, IT outsourcing is R. Perot, whose company offered a paid 

implementation of IT functions to Frito-Lay enterprise. It was the management of 

IT equipment. In the 1980s, the process of external procurement of parts for cars 

was called outsourcing by General Motors. 

At the same time, it should be noted that from the 1960s and 1970s, the work 

of shared employees has been in use across industries: the employee would 

perform the same tasks in a number of companies. However, what distinguishes 
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employee outsourcing is the nature of the latter. While small companies have 

benefited from and still are benefiting from shared work, outsourcing is used by 

all enterprises, and IT outsourcing is also used by companies with large and well-

developed IT departments [3]. Initially, IT outsourcing was employed primarily 

in the areas of non-critical information, peripheral for the company – its loss did 

not cause a decline in competitiveness. Then, IT outsourcing began to take over 

the domains with access to key information essential for the competitiveness of 

the company or organisation [4]. Information on banking operations is considered 

to be key, sensitive and has previously been stored and processed inside the 

company; since the 1990s, it has been no longer. Financial, insurance, health, 

communication and retail information are among the most frequently processed 

as part of IT outsourcing [5]. This phenomenon can be explained by the change of 

direction and the attitude to the use and management of information, as well as 

the use of information technologies. Taking this view into account, outsourcing 

can be considered as an evolving data processing utility, much as e.g. the phone 

service or a power supply service. The infrastructure we use is of secondary 

relevance; what is in our interest is the possibility of conducting a conversation or 

switching on an electrical device. In addition, anyone using data or information, 

expects to be able to download it. Therefore, companies no longer waste power 

and resources to build the infrastructure and can use them with higher efficiency 

[3]. Due to its universal availability and ease, as well as the cost of its acquisition, 

information loses its strategic importance[6].  

Already in the 1990s, it was predicted that widespread availability of 

information would cease to be a lasting competitive advantage [7]. 

The phenomenon of globalisation also affects the development of outsourcing 

through: 

 The trend among enterprises to localise their production processes where 

production factors are cheaper. This is the phenomenon of so-called global 

outsourcing, i.e. when software is created and developed in countries with 

highly qualified IT employees and where the remuneration for work is 

relatively low (India – a leader on the global outsourcing market – being the 

best example) [8]. 

 Increased acceptance of the Internet as a communication medium, which 

affects the phenomenon of application outsourcing – tendencies to create and 

use applications via the Internet, instead of installing them in the local 

environment [9]. 

The increase in the scope and size of IT outsourcing services was mentioned 

by many authors of research already in the 1990s [4, 10-12]. They stated that this 

increase would also take place in the subsequent years, which they believed had 

been confirmed by the results of the IT market analysis.   
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3. Deciding, decision-making process - stages and 

characteristics 

The theory of decision making considers it in relation to the motivation and 

subjective assessment of the likelihood of events assessed positively or negatively 

[13, 14]. According to the theory, the decision is an internal act that is a free choice 

of one of the possible future behaviours. The decision is the result of deciding, which 

is the transformation of intentions into goals [13]. By decision, we call the choice 

of one action from a certain number of activities that we think are possible at the 

moment, or a conscious abstention from choosing – which is also a choice! [15]. 

The central problem of the decision-making theory is: What principle to follow in 

choosing the action knowing what can be done and what the effects may be, but 

what effects will be unknown, because the real state of nature is unknown? [16]. 

Deciding is making a non-random choice in action. The set of elements from 

which we choose in the decision-making process is doubly limited: firstly, the 

resources of our knowledge and, secondly, our conviction about the attainability 

or feasibility of a given variant of action [16]. 

Making decisions can be considered in a broad and narrow sense [17]. 

In a broad sense, this is a process that consists of: 

 Registration and evaluation of information, 

 Identification of the decision problem and application of the adopted 

selection criterion, 

 Determining and issuing decisions, 

 Registration of information about its implementation. 

In a narrow sense, decision-making is a stage in the decision-making process and 

means a conscious act of the will of the decision-maker making non-random selection 

of one from a set of possible variants of solutions to the decision-making process. 

The above definitions present the determinations of decision-making and 

decisions. The decision is made as a result of the decision-making process. 

According to Finkenlstein, the effective decision-making process is divided 

into the following stages [18] 

 Identify the decision, 

 Gather information, 

 Identify alternatives, 

 Weigh the evidence, 

 Choose among alternatives, 

 Take action, 

 Review your decision. 

Both divisions of the decision-making process into stages may be applicable 

in the situation of making decisions about the use of IT outsourcing in the 

organisation. The next section will present the characteristics of the decision-

making process on the implementation of the IT outsourcing of the organisation. 



45 

 

4. Characteristics of making decisions about introducing IT 

outsourcing in the organisation 

While characterising the decision to introduce IT outsourcing in the 

organisation, reference was made to the established division of the process into 

stages. 

 Registration and evaluation of information. 

At the beginning of the stage, the data collection process (data acquisition) is 

carried out. Subsequently, the data is processed into information. When deciding 

on the introduction of IT outsourcing in an organisation, the information applies 

to: 

- The internal state of the organisation and its IT department. 

- The state of the organisation and its IT department is considered in three 

aspects: (1) organisational – processes taking place in the organisation and its 

IT department, the functions and activities performed, current and future 

organisation needs related to the functioning of IT systems, (2) personnel – 

employment, qualifications and skills of employees, (3) financial – costs 

related to the functioning of the internal IT department. 

- Supply and offer of companies providing outsourcing services. 

- Trends in IT development and IT outsourcing. 

 Legal, economic and organisational conditions related to the use of IT 

outsourcing. 

Collecting information entails costs and requires time. It should be noted that 

digital technology developed on the basis of the “new economy” resulted in the 

reduction of communication costs and seeking information, also in the area of 

searching for information on IT outsourcing. 

The collected information is subject to assessment/judgment. The assessment 

is issued prior to the action (ex ante) and it is more or less probable due to the 

theoretical basis on which it was issued [16]. 

In carrying out the assessment, it is also possible to predict the development of 

accidents as a result of the intended actions. Predictions base on research, 

experiments or observations that affect the development of the phenomenon. 

When introducing IT outsourcing in the organisation, the anticipation consists in 

constructing possible scenarios for the developments in the internal and external 

situation of the organisation. Both positive and negative scenarios should be 

considered, as well as that the developments can be neutral. Therefore, a forecast 

of the future situation is made. Assessments and forecasts are usually supplied by 

managers and/or specialists (IT specialists) and are rather seldom outsourced 

(experts). The development of digital technologies has meant that as artificial 

intelligence improves, the values of human prognostic skills will decrease with 

machine predictions becoming a cheaper and better substitute for human 

predictions [19]. However, the importance of human skills related to the 

assessment of the situation will increase. Judgment complements prediction and, 
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therefore, when the cost of forecasts decreases, the demand for judgment will 

increase. For this reason, human judgment will be needed in a larger extent [19]. 

The boundary between assessment and prediction is not clearly defined – 

certain tasks requiring judgment will be transformed into a series of forecasts. 

Nevertheless, it is expected that the value of human prediction skills will drop, 

and the value of skills related to judgment will increase [19]. 

The development of artificial intelligence will have some impact on the 

automation of making predictions about the consequences of introducing IT 

outsourcing in the organisation. However, a man seems irreplaceable in making 

the final judgment of the forecasts. Along with the increase in the value of skills 

related to the judgment of forecasts, the demand for people who will be able to 

make such judgments, e.g. independent experts, will increase as well. 

Currently, such judgments are made by managers of organisations intending to 

outsource IT. It can be expected that in the near future, employees of companies 

providing IT outsourcing services (experts) will specialise in conducting such 

assessments or will outsource this to independent experts. 

 Identification of the decision problem and application of the adopted 

selection criterion 

Intending to introduce IT outsourcing in the organisation, the decision-making 

problem will consist in making a decision regarding its introduction (at the same 

time determining the scope of IT outsourcing) or a decision to discontinue IT 

outsourcing. Different selection criteria can be used: economic, organisational, 

strategic. 

 Determining and issuing a decision 

Considering the accepted selection criterion, a decision is made to introduce 

IT outsourcing or its discontinuation. 

 Registration of information on the implementation of the decision 

If the decision is made to introduce IT outsourcing in the organisation, it is 

implemented, usually in the form of a project. 

The above considerations show that it is possible, purposeful and necessary to 

apply artificial intelligence in the process of deciding about the introduction of 

ITO in the organisation. AI can be used to automate making forecasts regarding 

the development of the situation in the case of introducing ITO in the organisation. 

The use of artificial intelligence in this decision situation will result in the 

following consequences: 

 Economic effects: a decrease in the costs of making decisions about the 

introduction of ITOs by partially automating them 

 Organisational effects: comprehensive consideration of the decision-making 

situation will influence better forecasts; reducing the work demand of 

specialists with appropriate knowledge to make accurate forecasts. 

The decision to introduce IT outsourcing may be a tactical or strategic decision. 

In the initial stages of ITO development, it was primarily a tactical decision, 
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nowadays it is much more often a strategic decision of an organisation. Decisions 

of strategic importance in enterprises operating in the dynamic and complex 

conditions of digital transformation are undertaken in accordance with the 

guidelines of the Industry 4.0 concept [20], i.e. using modern systems equipped 

with AI modules. 

5. Case study 

5.1. Santander Bank UK 

In 2008, Santander Bank UK [21] decided to outsource the service of its 

clients’ debit and credit cards to the contractor, Konecta. The company applied a 

consultative approach to fully understand the bank's goals, its culture and 

adequately familiarise people with processes, according to the bank's processes 

and policies. In order to make a smooth transition from internal handling of cards 

to the use of outsourcing, the following operations were carried out: 

 Process analysis and mapping, 

 Identification of key operational performance components, 

 Analysis of operations, collecting customer feedback, 

 Resource forecasting and analysis, 

 Meeting at the bank’s head office to identify the real needs of the bank and 

its clients. 

The introduction of outsourcing of Santander UK bank card customers has 

improved the provision of the following services: 

 Customer service 

 Conflict handling, fraud identification 

 Online customer service using secure messages 

 Loans and relevant services. 

The decision to outsource debit and credit card customer services required that 

Santander Bank UK implement predictions of possible situations and their 

assessment. The forecasts and assessments were performed by bank managers. 

The intention to conduct outsourcing of debit and credit card customer was 

positively assessed, therefore, the decision was made and implemented for the 

benefit of the bank and its clients. 

5.2. Dell’s call centre outsourcing 

Dell manufactures and sells personal computers and the operation of its call 

centre [22] is not a primary activity. Outsourcing of this activity allowed the 

company to focus on its core business – the production and sales of personal 

computers to be more competitive on the market. The discussed case concerns the 

unsuccessful introduction of outsourcing in a call centre in Bangalore, India. 
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Through direct sales of computers to end-users in the years 1985-2009, Dell’s 

revenues increased tenfold. With the aim to providing better service to a large 

number of customers and reduce costs, Dell decided to outsource the call centre. 

The first call centre was established in 2001 in Bangalore, India for customer 

service from the USA. The second Call Centre was established in 2003 in 

Hyderabad and the third one was set up in Chandigarh. India has been chosen 

because of its cheap and qualified workforce. However, Dell encountered some 

problems in India related to the selection of appropriate employees for its call 

centre. First, the company had to find appropriate candidates to work in India and 

teach them Dell culture. The employee should also understand the culture of the 

country for which they work (call centre served clients from the USA) and which 

is on the opposite side of the globe. Secondly, there were technological problems, 

more than half a year the appropriate equipment for the centres was sought and 

selected. Thirdly, developing solutions that allow qualified employees to work for 

the company (system of work and remuneration). 

Although Dell’s market share grew, customer satisfaction fell. Complaints 

concerned the poor quality of services, communication difficulties (differences in 

the accent, use of automatic responses), delays in dealing with hardware problems. 

This is why Dell stopped using the call centre in Bangalore. 

The reasons for stopping the use of the call centre in Bangalore can be grouped 

as follows: 

1. Planning and management. Planning is the most difficult phase of outsourcing. 

The call centre in India was a big project. Dell was developing quickly, and 

the call centre did not have enough resources to handle a large number of 

connections. That is why the quality of services performed decreased and did 

not meet the customers’ expectations. 

2. Technical skills. The development of technologies has resulted in an increase 

in the number of Dell products and their technological advancement. However, 

employees have not been trained in new technologies. This affected customer 

dissatisfaction with the call centre service. 

3. Employees. Call centre needed many qualified employees. The company, 

however, had difficulty finding the right number of specialists. Dell’s payroll 

policy has also resulted in the departure of a significant number of employees 

and managers. 

4. Cultural differences. Good knowledge of English in India does not mean that 

the call centre employee will give the US client a clear and unambiguous 

answer (this is related to American culture). The Hindu tend to prolong the 

conversation, which affects the ambiguity of the answer. 

As a result of the inconsistencies noted, Dell’s activities led to their liquidation. 

Dell continues to use call centre outsourcing as well as outsources other tasks and 

functions. According to Dell managers, the success of using IT outsourcing is 

ensured by compliance with the following rules: 
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 Developing and defining a long-term plan including all processes. This will 

help increase the efficiency of management, also in the case of company 

growth. 

 Care for technical skills of employees and their progress along with the 

development of technology. 

 Ensuring proper working conditions and remuneration so that they are not 

easily bought out by another competitive company. 

 Culture. Language skills and communication methods should be adequate to 

the preferences of the target clients. 

A negative example of the use of Dell's call centre outsourcing in Bangalore 

shows that not all possible scenarios were constructed, the forecasts were too 

optimistic, and their assessment was not done properly. That is why the Dell call 

centre in Bangalore has been replaced by a call centre located in a different 

location. 

5.3. Insurance company 

The insurance company [23] is the third biggest Polish company on the 

property insurance market, according to share capital. The company’s branches 

are geographically dispersed, which made it difficult to access paper-based 

documentation. That is why the company decided to centralise the archive and 

give this function to ArchiDoc. The service provider provided the infrastructure, 

know-how and human resources necessary to store and share documentation in 

large quantities. They provided services in the field of receiving, managing and 

sharing archival documentation. In the first phase, the supplier took over archive 

resources stored in four locations of the insurance company: in Szczecin, 

Katowice, Poznań, and Olsztyn. Organising and gathering archival documentation 

in one place have improved the access to it for employees of the insurer's branches 

located in different cities. The use of the IT system allowed for quick location of 

the wanted documents. The service provider applies restrictive security 

procedures that ensure the highest data protection in accordance with statutory 

standards. 

The success of outsourcing the management of archival records in the 

insurance company resulted from properly carried out prediction and assessment 

of forecasts. 

6. Conclusions 

Introduction of IT outsourcing in the organisation is not an easy process. The 

aim of the article was to present the course of this process and the possibility of 

supporting it through the use of artificial intelligence. It was shown that the use of 

artificial intelligence in these cases is possible, reasonable and beneficial. 

Artificial intelligence can improve the process of deciding on the introduction of 
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ITO in the organisation by automating the forecasting of possible situations after 

the introduction of ITO (development of possible scenarios). The application of 

artificial intelligence in the situation of making decisions about the introduction 

of ITO can have consequences of economic (lower costs of making decisions on 

the introduction of ITO through partial automation) and organisational nature 

(comprehensive consideration of decision-making situation will bring better 

forecasts, reduce the need for experts with appropriate knowledge to making 

accurate forecasts). 

Three case studies of enterprises using IT outsourcing in their activities were 

also presented. These were: Santander Bank UK, in which outsourcing was 

handed over to the debit and credit card services of the bank’s clients, Dell, in 

which outsourcing concerned a call centre and an insurance company in which the 

outsourcing covered the management of archive documentation. These companies 

still use IT outsourcing, although in one of them the use of outsourcing was 

unsuccessful. The company drew conclusions from the failure and moved the call 

centre to a different location. 

The introduction of IT outsourcing in organisations was initially a tactical 

decision. In modern enterprises, however, it is more often a strategic decision. 

Strategic decisions are made using modern systems equipped with AI modules. 

The effect of using artificial intelligence in the economy is a decrease in the 

cost of goods and services that depend on forecasts. As the cost of forecasts 

decreases, they not only reduce the costs that have always been dependent on 

prediction – such as inventory management or demand forecasting – but the 

forecasts will be used to face other problems that in the past were irrelevant for 

the predictions. The demand for the ethical evaluation of forecasts will increase, 

which is definitely the domain of people. 

Interpreting the development of artificial intelligence in the category of falling 

prediction costs does not answer every specific question about how this 

technology will affect the economy. However, there are two important 

consequences: 

1. It will increase the importance of forecasts for the creation of numerous goods 

and services 

2. It will change the value of other input elements, depending on how far they 

supplement or replace the forecasts. 

These changes are approaching. How quickly managers should invest in 

assessment/judgment capabilities will depend on the rate at which these processes 

take place. However, it is worth starting activities now. [19] 

Already today, AI assistants will transform the relationships between 

companies and clients. The more AI platforms meet customer expectations, the 

sooner trust in them will replace brand trust. Marketing will soon become a 

battlefield for the attention of AI assistants. [24]. Analogical processes should be 

expected in the functioning of modern enterprises. Artificial intelligence built into 

modern management systems automates forecasting in strategic decision-making 
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situations. At the same time, the demand for assessments will increase. Nothing 

can replace a man in this task. That is why enterprises and managers should invest 

in the development of skills and skills related to the assessment and judgment of 

forecasts. 

Artificial Intelligence will change IT outsourcing [25]. The five ways in which 

AI will change ITO are given below: 

1. Enhanced automation 

AI technology can increase the speed of actions by automating them. Time is 

a limitation that is especially evident in crisis. Machine learning and deep AI 

learning reinforces automation. Programmes cannot only perform programmed 

commands but also learn. Understanding and making decisions constitute the IT 

functions that could be outsourced so that company employees would perform 

higher-level job tasks. AI can make judgment-based decisions using unordered 

input. IT providers that offer AI technology in business models implement 

solutions that can interpret information automatically, making fewer mistakes 

than people. Through this, companies can increase efficiency in achieving 

business goals. 

2. More control 

The use of AI technology can transfer control processes in an enterprise from 

a supplier to a buyer. You can estimate the costs of outsourcing IT functions 

compared to performing these functions for a company when purchasing AI 

technology. 

3. Reduced costs 

AI technology can reduce the cost of IT outsourcing due to agility, reliable 

processing, analysis and comprehensive information. Also, the hidden costs 

associated with IT outsourcing, such as the time needed for training, can be 

reduced or eliminated. AI technology is capable of self-learning on tasks, using 

machine learning techniques. AI does not have to be physically located in one 

place, compared to a human, which significantly reduces labour costs. 

4. Improved contracts and negotiable terms 

AI technology may affect the current terms of service and service level 

agreements. The manner of negotiating contract terms will also change. The cost 

will not be a lasting competitive advantage. When using AI, however, one should 

be aware of the ownership of the technology, because ownership agreements can 

bind the enterprise to a particular supplier. 

5. Increased security 

The use of IT outsourcing is associated with an increased risk of data and 

information security. Employees can exploit infrastructure gaps and use the 

information to act against the company. AI technology reduces this risk. In 

addition, AI may work with people and experts to predict and identify security 

breaches. This means greater security for the company. 
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Abstract 

 
The document presents the classic methods of change management against the new methods, 

which follow from the technological change, the so-called Digital Transformation. The comparison 

of these two methods revealed similarities as well as contrasts between them. This paper describes 

the ways to achieve optimal solutions when developing new business models. There is a kind of 

technological continuity in the IT-industry. Simply put, it is about improving existing systems and 

adapting them to actual market needs. The combination of past and future in many areas leads to 

functioning hybrid solutions. In addition to factors such as creativity, innovation, digital potential 

and the successful transition to modern technologies, the human factor plays a key role in Digital 

Transformation as well as in change management. To talk about a "sensible" digital transformation, 

we need patterns that would allow us to build the kind of backbone of the system on which the digital 

transformation would bloom. 

 

1. Introduction 

The data centre and the entire IT infrastructure form the core of today's Enterprise 

businesses. The technological development and implementation of the latest IT 

solutions increasingly determine the development and structure of data centres.  

High availability and maximum technological efficiency are indispensible 24 

hours per day, 365 days a year. Furthermore, for IT to work perfectly, you need more 

than high-quality products. The substitution of an efficient device cannot solve all 

problems, regarding e.g. the bandwidth. A professional and organised planning of a 

data centre is defined through a detailed analysis of an individual’s needs. Planning is 

an essential factor in the concept of new data centres and at expanding projects. 
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Timeliness then, are paramount at every data centre planning for the entire efficiency 

of IT. 

Planning the architecture from a new data centre is slightly different from 

moving the existing IT architecture to a new, digital, time-relevant IT construct. 

When you think about optimising your data centre architecture or adapting it to 

the expectations that will need to be met in the future, you should not consider the 

transition as a one-step action. Optimisation of a data centre is an incremental 

process towards Cloud Computing. Regardless of whether you are planning a new 

data centre or want to optimise an existing one, the patterns of IT architecture that 

need to be considered are the same. In developing appropriate methods of 

applying digital transformation in this article, several questions arise, such as:  

If change management is still used as a standard, why do you need digital 

transformation or digitalisation?  

What is the usability of digital transformation at projects that have different 

dimensions?  

The research methods used in the development of this paper were the literature 

analysis and the implementation of a pilot project at the Federal Data Center. For 

the purpose of the paper the following definition is used: “To optimally adapt to 

the needs of future technologies of the IT company like the Federal Data Center 

and to avoid possible failures of transformation, the exact analysis of the effort for 

the change management and the digital transformation are essential”. The 

reflections on the usefulness of using both methods with a focus on these most 

important features were also discussed. The findings that were gained tiled into 

further projects and also influenced the reorganisation of certain areas of the 

Federal Data Center. The lessons learned after successful completion of the 

operating calendar project, have shown that the digital transformation needs to be 

done gradually. Some elements and processes such as: involving stakeholders and 

employees in the transformation process, e-participation, and higher productivity 

were crucial to the success of the project. The final findings are shown in table 1. 

2. Austrian Federal Data Center 

Current structures in the organisational and technical areas of Federal Data Center, 

especially in the public sector, date back to the 1980s. Practice has shown that 

these structures are outdated, ineffective and usually counterproductive. The need 

to adapt such structures to the expectations of the IT industry is solely for reasons 

of energy efficiency and cost savings (e.g. due to historical and political 

circumstances, most of the "adaptations and changes" made in the public sector 

are more likely to be cosmetic). The Federal Data Center, like all other data 

centres, is currently undergoing the transformation phase. 

From a data centre investment protection point of view, it is very difficult to 

predict which technologies will be of interest in the future and which will stand 

the test of time and provide long-term profitability. The current Federal Data 
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Center is characterised by a highly complex and complicated structure of IT 

systems. There are at least a dozen drivers that control the development of the data 

centre and its infrastructure. Additionally, better control of critical systems, 

Energy Management, Network Connectivity, Virtualization and Cloud 

Computing, Service Availability, application stability and reliability are becoming 

increasingly important. 

Such DC structures need to be adapted to the expectations of the IT industry 

connected with energy efficiency and cost savings. Transformations (especially 

the Digital Transformation) are necessary because the environment in which the 

data centres are located is changing – both with respect to the technology and with 

respect to legal and geopolitical conditions. Legal aspects must be adapted e.g. to 

the EU requirements [16]. 

3. Change Management 

The classic approach to change management is based on the assumption that 

organisational shifts are introduced top-down and caused by a central process [6]. 

This hierarchical and centralised method generates many problems in the 

psychological field, however, from the digitalisation perspective, they may be 

useful. Implementation of IT systems, even in the traditional meaning, enforces 

adjustment to the other systems. Otherwise, sharing data will be problematic, for 

example, used in external accounting. In the case of ERP systems, it is more 

visible, because they offer standard features and predefined functions [9]. 

Therefore, it is necessary to adapt vision and business processes to the overall 

logic of a chosen system. 

Another feature of the classic approach is that the change is episodic and has 

a gradual trajectory. According to the Lewin's model [11], and other graduals 

model [5], shifts move an organisation from one state to another. Those models 

differ in terms of count and distribution of accents in stages, but the idea remains 

the same – qualitative change seeks to establish a new status quo. The problem of 

the digital revolution is there is no status quo. According to the Litwin-Burke's 

model of organisational performance, changes are implied by the environment. 

External circumstances cause a transformational change which affects mission, 

strategy, leadership and culture [4]. Systematic nature of change seems to suit the 

complexity of the digital revolution. Nowadays, more and more firms begin to 

create their own start-ups instead of looking for them on the market. Through this 

type of solution, they gain far more creativity and flexibility. Furthermore, shifts 

developed by internal cells have a better chance of acceptation from regular 

employees. Despite the differences that are reflected in the approach to Change 

Management, in all models the tasks resemble management of change. This is 

confirmed by the widespread acceptance that certain factors are the basic 

components of all successful changes.  
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The distinctive factors are: 

 development of purpose and vision; 

 communication with all affected employees; 

 involvement of all affected employees;  

 motivation, will, ability and qualification for the change on the management 

level as well as the employees. 

4. Digital Transformation 

Digital Transformation applies to all areas of society and the economy in the 

first place. Digital Transformation opens up new possibilities for creating 

networks and cooperation of various entities, e.g. exchanging data, and this means 

initiating processes. In this context, it plays a special role in the Digital 

Transformation of business models, because business models contain various 

elements that can be digitally transformed. In innovations of business models, 

such individual elements of the business model of individual areas as customer, 

services or the entire business model are subject to change [13]. The Digital 

Transformation is based on already existing business models. “Digital 

Transformation (DT) – the use of technology to radically improve performance or 

reach of enterprises is becoming a hot topic for companies across the globe. 

Executives in all industries are using digital advances such as analytics, mobility, 

social media and smart embedded devices – and improving their use of traditional 

technologies such as ERP – to change customer relationships, internal processes, 

and value propositions [14].” 

PricewaterhouseCoopers (PwC) defines six basic phases for digital 

transformation (figure 1). The presented phases take into account the different 

aspects of the digital technology. Defining the strategy: In this phase, the current 

position of the company is determined, and the business model is designed. Safety 

and value creation are analysed and evaluated, whereas legal and tax aspects –

examined. The first phase aims to understand the impact of digital dynamics on 

corporate culture and human capital. 

 

 

Fig. 1. Approach to PwC 2013. (2013). Digitale Transformation – der größte Wandel seit der 

industriellen Revolution. PwC, 2013. p 40of the blade with general dimensions 

Solutions that can be expected from the Digital Transformation are versatile. 

The Digital Transformation enables the development of a common platform for 

Legacy systems and the newest technologies. Old inflexible technologies (which 
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are one of the most common brakemen in the company's development) are being 

replaced by new ones. Digital Transformation means faster exchange of 

information and knowledge not only within the company but also between various 

industries [12]. Sooner or later, all industries will be drawn into the vortex of 

Digital Transformation (figure 2).  

 

Fig. 2. Digital Vortex, (2015). How Today’s Market Leaders Can Beat Disruptive 

Competitors at Their Own Game. Global Center for Digital Business Transformation 

Changes forced by long-lasting trends such as "job anywhere and anytime" 

affect the change in the paradigm in the perception of the company's 

organisational structures, and these are those from which companies benefit more 

when they are open to innovation [7, 18]. The comparison of these two methods 

(Change Management and Digital Transformation) shows similarities as well as 

the contrasts between them. But when it comes to the ability to adapt to future 

technologies, such as: automation of processes, e-participation or absolute 

mobility, these are the clear benefits of digital transformation (see table 1).  

The digital transformation brings practical advantages to Austria in every area. 

To confirm this, consider the example of the introduction of digital returns receipts by 

the judiciary. A return receipt is an official document. It is an unconfirmed 

consignment with special order or the official delivery of a document, which may only 

be delivered to the recipient. The hybrid return receipt has been successfully used by 

the Federal Ministry of Justice for five years. With the introduction of the hybrid 

returns document, a complex manual process could be automated. The electronic 

sending of the acknowledgement of receipt has made the process more efficient – ergo 

the digital transformation with a clear cost-benefit calculation. The IT partner for the 



59 

 

integration of the hybrid return slip into the electronic processes of the Federal 

Ministry of Justice was the Federal Data Center. By eliminating manual reworking 

and material costs, the judiciary saves around 1 million Euros annually (base 2016) 

[2]. 

Tab. 1. Comparison of Change Management and Digital Transformation 

 

 Source: own study, internal project at Federal Data Center 
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5. An Example of Digital Business and Operating Calendar at 

Federal Data Center 

For all relevant events in the Federal Data Center, the Business and Operating 

Calendar is a central calendar for all employees of the Federal Data Center. 

The calendar graphically shows all operational changes in the IT landscape of 

the Federal Data Center. All changes subject to compliance with the change 

process, including the key data from the affected system to the business IT service 

and customers, are presented. In addition, all relevant events such as: Maintenance 

window and the readiness of the production management are registered. The 

following points are shown in the calendar: 

 all activities in the maintenance window. (quarterly maintenance windows, 

special maintenance windows, and power and emergency tests); 

 maintenance windows of the power ranges; 

 customer lock-up dates; 

 activities to be performed outside of maintenance windows which are subject 

to compliance with the change management process and which comply with 

defined criteria. 

The calendar is implemented in the mailing system of the Federal Data Center. 

The Gateway Representation feature gives each Federal Data Center employee 

read access to the special Calendar Mailbox. 

 

Fig. 3. Business and Operating Calendar at Federal Data Center  

Source: own study, an internal project at Federal Data Center 
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6. Conclusion 

Classical change management is dead. The world of today needs a completely 

new, special combination of mind and skillset to meet the challenges of the future.  

In general, it is a way to deal with increasingly complex frameworks and 

conditions, to actively shape the future and prepare oneself and those in their own 

environments for new challenges. In the last decade, the advancing technical 

possibilities have determined the trends in the IT industry, for example as 

evidenced by the study by Cap Gemini [10]. All projects realised in the Digital 

Transformation environment have a disruptive character. Innovative companies 

move from existing business models to adjoining areas. As digital technology 

change plays a major role, digital technologies are becoming the core competence 

in the future [19]. 

Digital technologies and their unlimited availability via the mobile Internet, 

fundamentally change companies. Now you can say that the change becomes 

digital. From an IT vendor's point of view, this means that Digital Transformation 

alters customer expectations, increases speed and sets new patterns of 

collaboration. First of all, the future means "business without borders [8].” 

Although these changes will shape the future of any company, the most important 

factor for success in the future still will be a human. Work models such as ROWE 

(Result Only Work Environment) prevail. Also, for employees, the boundaries 

between work and leisure are getting blurred more and more. Thanks to the mobile 

Internet, work loses its traditional place in the office and takes place on the road, 

from home or even from a holiday home. That is why personal skills are becoming 

more and more important as factors guaranteeing success [20]. Under the motto 

"From Fatherland to Partner State," Digital Transformation in Austria focuses on 

three areas: society, economy and administration, in the hope that Austria will 

become a pioneer and model for an innovative and citizen-friendly administration 

in Europe [3]. 

Analyses of the status of Digital Transformations have shown that they are still 

business transformations. You need to provide customers with real value and 

better results for the company – not just for the technological gain. These changes 

typically affect the customer experience, the digitisation of products and services, 

the emergence of new business models, and business progress [10]. However, the 

painful reality is that most transformations fail. Research shows that 70 percent of 

complex, large-scale change programs fail to reach their stated goals [1]. One 

could conclude that some methods of change management can be integrated into 

Digital Transformation.  

“Digital Transformation may be considered as a management fashion or as the 

reincarnation of past IT-enabled change initiatives with new outfits. IT-enabled 

change resurfaced a few years ago through the business process management 

movement [15].” It is impossible to test a digital transformation on a living 

"organism" such as the Federal Data Center. Literature research as well as the 
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step-by-step implementation of applications are necessary to minimise the risk of 

digital transformation. The best results have been achieved with a "step by step" 

method and for sure: every method is good if it leads to success. There is a need 

for further testing but due to the constraints of this article, it is not possible to 

analyse all possible solutions. As a possible measure for the future, the tried and 

tested mechanisms of, for example, TOGAF could come into action. In order to 

talk about "sensible" digital transformation, you need patterns that will allow you 

to build a kind of “backbone” into the system on which the digital transformation 

will be set. Examples of such patterns can be those used to implement new 

technologies, e.g. resilience patterns [17]. Digital transformation is, after all, 

nothing more than the implementation of a new technology. 
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Abstract 

 
This paper presents three methods of determining aerodynamic characteristics and compares the 

results on the example of the EM-10 “BIELIK” aircraft. The choice of the aircraft is not accidental. 

It is distinguished by an airframe of the so-called non-linear aerodynamics of flow, which results 

from using a leading-edge extension. The exploited methods of determining aerody-namic 

characteristics were as follows: aerospace engineering formulas, computer simulation of the airflow 

around the project created in CAD programme and examining the prototype in a wind tunnel. 

Finally, the authors compared the obtained results and determined the effectiveness of the first two 

methods in relation to the third one, whose results prove to be closest to real values. The following 

have been compared: lift and drag graphs, depending upon the angles of attack and the aircraft polar. 

 

1. Introduction 

When beginning a design of a new aircraft, for a previously assumed 

performance, it is essential to decide on an appropriate aerofoil, which should be 

adequate to the future scope of tasks. The foundation for all further calculations is 

a wing polar curve, which can be obtained by selecting a previously defined and 

calculated aerofoil, or by calculating it single-handedly. Despite its tremendous 

impact on the polar curve of the entire aircraft, the impact of other elements of the 

airframe cannot be disregarded. Differences between the wing polar curve and the 

polar curve of the whole plane show that a skilful design of the fuselage, 

stabilisers, canopy, inlet, undercarriage may prove equally important. Therefore, 

in order to effectively design an aircraft, it is necessary to accurately forecast the 

aircraft polar curve at an early stage of its design, which will determine the shape 

of all airframe parts [8]. 

A determination of an aircraft polar curve can be made with different methods: 

a) the method using aerospace engineering formulas based on data to describe 

the used aerofoil, wing parameters and other airframe parts. This method uses 
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two-stage calculations, first by starting with computations of the wing polar 

curve, and then by calculating the polar curve of the whole aircraft [7]. 

b) the method which exploits testing in a wind tunnel. The examined model is 

built in a given scale, and then undergoes testing. The results are converted 

appropriately so as to obtain values corresponding to an airframe of real 

dimensions. 

c) the method which uses computer simulation in a programme intended to 

conduct parametric 3D modelling (CAD 3D), which allows designing solid 

models as well as sheet metal, welded constructions, moulds, surface models. 

The program should have a fully integrated package to simulate the flow of 

liquids and gases in real conditions and an effective analysis of the impact of 

fluid flow (heat exchange or the impact of forces) [6]. 

The first method is based on making calculations after entering a great deal of 

geometrical data (describing the size of airframe components) into appropriate 

formulas. In addition, graphs are used to determine certain parameters. The data 

are stored in the form of tables. This method assumes certain simplifications (to 

reduce the sophistication level of calculations), leading to inaccurate findings, 

especially at larger angles of attack. Despite its inaccuracies, the method of 

engineering calculations gives a possibility to make quite a precise and quick 

analysis of the examined airframe [9]. 

The second method is performed on the basis of appropriate technical 

equipment, such as the above-mentioned wind tunnel, with an adequate financial 

expenditure. Thus, it is primarily used by aircraft facilities that are capable of 

allocating sufficient resources for this purpose. This method is being increasingly 

superseded by the third method that uses computer simulation, due to the fact that 

its accuracy and computing power are constantly growing. It also allows making 

a flow simulation and an imagery of forces, as well as performance of an aircraft 

during a flight.  

The aim of this article is to compare the efficiency of all the above-mentioned 

methods for the determination of the aircraft polar curve, on the example of EM-

10 “Bielik”, with distinctive non-linear aerodynamics caused by the leading-edge 

extension [1]. 

1. EM-10 “Bielik” aircraft characteristics 

The concept of EM-10 “Bielik” dates back to the late 1990s. In order to meet 

demand of executing a large number of flights by military pilots undergoing 

training, and at the same time to avoid a huge increase in the training costs, the 

aerospace facility, currently named Margański & Mysłowski Aircraft Company, 

began to develop a concept of a flying simulator. Their main intention was to 

create a simple and light (also economical) airplane, which does not carry any 

weapons, and which facilitates fighter combat training with simulation. The bulk 

of the installations, together with cockpit layout, was used from the TS-11 “Iskra”. 
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Due to the use of parts from the other aircraft, their large number may have been 

used and obtained free of charge or at a minimum price. The aircraft was 

completed, mounted on a trailer and transported to Mielec (Poland) to perform 

a test flight on June 4, 2003. After a month, a second one-hour flight was executed, 

during which the “Bielik” climbed to 3,000 m. After these attempts, 

a demonstration flight for the military was planned. Its main aim was to convince 

military commanders to introduce the aircraft into the training for military pilots. 

Unfortunately, before the scheduled date of the flight, it already became obvious 

that the Air Force would not purchase “Bielik”. Consequently, a third flight did 

not take place [2]. 

 

Fig. 1. Orthographic projections of EM-10 (left) [3], graphics depicting EM-10 during 

a flight (right) [4] 

EM-10 “Bielik” has got an airframe which structure is built of carbon/epoxy 

composite. The fuselage is made from stressed skin, of a sandwich-type structure, 

which cross-section is oval in shape, extended by additional leading-edge root 

extensions on both sides. The front part consists of a tandem-seat cockpit, a front fuel 

tank, equipment compartments located in the nose, in the leading-edge root extensions 

and the front undercarriage. The rear part houses the main fuel tanks, an engine 

compartment, equipment compartments, an aerodynamic brake and the main 

undercarriage. The wing is tripartite. It has flaps on both, the leading edge and the 

trailing edge. The part which is near the fuselage constitutes the so-called leading-

edge root extension, which is the structural part of the very fuselage. It is trapezoidal, 

anhedral and an angle of incidence is equal to zero. The aerofoil, likewise, all flight 

control surfaces, is symmetrical. Its thickness constitutes 6% along the entire 

wingspan. The rudder is two-part and has mass balancing. The rudders are swivelled 

individually and only outwards. The elevons have mass and aerodynamic balancing. 

On their trailing edges, there are balancing flaps. The airbrake is mounted on the upper 

part of the fuselage. It is a plate, pivotable using a hydraulic cylinder. The air inlet is 

single, located under the fuselage and located in such a manner that the boundary layer 

does not reach it, either. In EM-10 “Bielik”, there is one CJ610-6 engine manufactured 

by General Electric Co., USA. It is single-shaft, turbojet, with an eight-stage axial 

compressor, a changeable setup of pre-stator blades coupled directly, a two-stage axial 
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turbine and regulated bleed air in-between compressor stages. It has got an annular 

combustion chamber and the compression ratio of 6.8:1 [2]. 

2. Determining the characteristics of EM-10 “Bielik” 

3.1. Analysis of aerodynamic characteristics using aerospace engineering 

formulas 

The engineering method is based on making a number of calculations after 

entering a great deal of geometrical data (describing the size of airframe 

components) into appropriate formulas. The method uses two-stage calculations, 

first by starting with computations of the wing polar curve, and then by calculating 

the polar curve of the entire aircraft. Obviously, the calculated polar curve is 

burdened with error (as a result of assumptions made to simplify the 

computations). The higher angle of attack, the larger are the errors due to the non-

linear characteristics; as, for example, an increase in lift by increasing an angle of 

attack. For small angles of attack, the errors are relatively small, and the results 

faithfully represent the behaviour of the aircraft in the air and its performance [10]. 

The figure shows a measurement of the aircraft dimensions in the vertical 

projection for carrying out necessary calculations.  

 

 

Fig. 2. Measurement of EM-10 dimensions in a vertical projection [1] 

On completion of the calculations, the authors obtained findings which are 

depicted in graphs of the lift coefficient and of the drag coefficient, which vary 

depending on the angle of attack. On the basis of these two graphs, the authors 

determined the polar graph of the aircraft Cz(Cx).  
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3.2. Analysis of aerodynamic characteristics using SolidWorks software 

package 

Creating a model in the SolidWorks environment was conducted on the basis 

of technical drawings of the aircraft (available in the Temporary Flight Manual) 

and additionally supported by the view of a prototype constructed by aircraft 

facilities in the then version of the UniGraphix programme. After creating the 

model, it was necessary to make the simulation. This was connected with setting 

up multiple configurations so as to test any angle of attack in the interval between 

(-40) to 40 degrees with a 1° leap. It was also necessary to set up all the flow 

conditions, detailed grid parameters forming the area of calculations, determining 

other quantities which were necessary to carry them out.  

 

Fig. 3a. Aircraft model made in SolidWorks software package [1]; Fig. 3b. Space  

for calculating a flow [1] 

Prior to the calculations, the authors determined the objectives of the 

simulation: lift, drag force, lift and drag coefficients. The calculations were 

divided and conducted by fourteen computers in order to obtain the test results in 

a relatively short period of time. Due to very accurate calculations, (computational 

grid consisting of over 1.5 million points), the simulation lasted over thirty hours. 

At the end of the simulation and after collecting the results of over 88 GB, it was 

possible to create tables and graphs of aerodynamic characteristics of the aircraft. 

 

 

 

  

Fig. 4a. Side view of airstreams [1]; Fig. 4b. Front view of airstreams [1] 
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3.3. Analysis of aerodynamic characteristics using a wind tunnel 

At the design stage, the aircraft was tested with models in an appropriate scale, 

fixed in the wind tunnel on the premises of Warsaw University of Technology. 

Owing to the courtesy of Krzysztof Kubryński, Ph.D., a world-renowned 

aerodynamics expert who designed modern aerodynamics of the “Bielik”, it 

became possible to obtain aerodynamic characteristics which were determined 

using a wind tunnel. After establishing an e-mail contact, Kubryński shared the 

results of his research in the form of polar graphs and a lift coefficient, depending 

on the angle of attack. Using the resulting graphs, it was possible to determine the 

missing graph of the drag force coefficient, dependent upon the angle of attack. 

 

 

Fig. 5. Models used for testing in the wind tunnel [5] 

3. Comparison of results and summary 

The graphs below show the test results obtained using the three methods used 

for determining aircraft aerodynamic characteristics. 

The aerodynamics of EM-10 “Bielik” is completely different from most 

aircraft. The lift force operates on a completely different principle. This is also 

true for the drag force. The emerging momentum behaves differently. These 

properties result from detaching the airstream on the wing. Consequences of such 

a detachment are tremendous. There is the so-called non-linear aerodynamics, in 

which the lift force is created by vortices causing high under pressure, and the 

aerodynamic characteristics differ significantly – the lift force increases non-

linearly and at higher angles of attack, due to the destruction of vortices, there is 

a decline in the lift force. The main problem of designing this type of aircraft is 

the fact that the phenomenon of destroying vortices is largely dependent on the 

airframe geometry in an unpredictable manner. For this reason, the fundamental 
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problem is the computational analysis of the properties of this aircraft based on 

typical engineering methods, as confirmed by the above-mentioned results – 

engineering formulas in this case prove to be completely useless, since 

aerodynamic characteristics depend upon a vast number of elements, ranging from 

wing parameters, shape of the leading-edge root extension, entire fuselage layout, 

flight controls, etc. They are all interdependent in a non-linear manner, making 

them unpredictable. While a classic aircraft can be designed by means of 

computational methods, the design of this type of aircraft seems to be impossible 

as it is necessary to perform a large amount of research in a wind tunnel and 

through trial and error construct all the elements.  

 

 

Fig. 6. Cz(α) graphs determined by means of different methods [11] 

 

Fig. 7. Polar curves graphs determined by means of different methods [11] 
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Fig. 8. Cx(α) graphs determined by means of different methods [11] 

4. Conclusions 

a) The calculations conducted by means of aerospace engineering to determine 

aerodynamic characteristics confirm their shortcomings. Even though the 

maximum value of the lift coefficient is approximately the same, the course 

of changes of this coefficient, along with a change of the angle of attack, is 

different. In accordance with the computational method, the aircraft is stalled 

when the angle of attack is slightly higher than 14°, whereas in reality the 

angle must be increased up to 40° so as to cause such stalling. Due to such 

a discrepancy, calculations with regard to the length of take-off and landing 

are incorrect.  
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b) The results of computer simulation in the SolidWorks environment differ 

from those obtained by calculations. Their course is more similar to real 

characteristics (in both characteristics, the change tendencies are similar, and 

stall occurs in the vicinity of the angle of attack value equal to 40°), however, 

the values of both the lift and drag coefficient are too small, more than 

twofold.  

c) Despite a wide range of applications of aerospace engineering formulas for 

aerodynamic characteristics or for computer simulations in CAD 

programmes, it is important to take into consideration the fact that an analysis 

of different aircraft may produce different results that are far from reality, as 

illustrated by EM-10 “Bielik” examination. 

d)  At the stage of designing an aircraft, it is recommended to check 

aerodynamic characteristics by means of various methods in order to reduce 

the errors of the obtained findings and to increase the efficiency of changes 

in an airframe structure. 
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Abstract 

 
Coupling characteristics of two-core photonic crystal fiber are analyzed using COMSOL 

MULTIPHYSICS software that is depended on the finite element method. The effective mode 

indexes and the electric field distributions, coupling length for different geometrical designs are 

evaluated. The results show the coupling length dependence the wavelengths to realize significantly 

short coupling lengths of two-core photonic crystal fiber in um at the telecom wavelength 1.55 um 

and 1.31 um compared with the traditional fiber coupler. The geometrical parameters of the PCF 

play an important role in the dependence of the mode characteristics between cores of PCF coupler, 

such as the hole diameter, hole pitch, air-filling fraction and, core separation. Increasing the core 

separation leads to a drastic reduction in the coupling strength between the cores of photonic crystal 

fiber or may lead to suppression of the coupling between the cores of photonic crystal fiber. Our 

proposed is an excellent device for coupler and power splitter, multiplex and de-multiplex 

applications. 

 

1. Introduction 

The Photonic Crystal Fibers (PCFs) is a high-flexibility design varying in the 

geometrical parameters, such as the hole diameter, hole pitch, and the core 

separation [1, 2]. They are made up of a set of air holes that run along the fibre 

length [3, 4]. Due to the differences in the geometrical design PCFs have different 

light-guiding mechanism, which either guide light by total internal reflection 

(MTIR) between the core and the cladding region, or by photonic bandgap 

(MPBG) [5–8]. PCFs have attracted a considerable amount of attention  recently 

because of their unique properties that are non-existent in classical optical fibres 

[5, 6, 8], such as endlessly single-mode operation, high birefringence, high 

nonlinearity [3, 9, 10], effective-core-area at the single-mode region, and 

anomalous dispersion at visible and near-infrared wavelengths [5, 6]. The recent 

developments revealed a design of the PCF with two cores or multiple cores when 

high coupling is needed this design provides improvement in the size and 

performance of the fibre for widely researched and different applications [7, 9, 
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11], such as a directional coupler [11–13], coupling and switching [14, 15], study 

of the coupling characteristic of dual-core PCF for applications as Multiplexer-

demultiplexer [5, 8], polarized splitter PCF [16, 17] and for reduction in coupling, 

by introducing non-uniformity in core size of dual-core PCF [18-20]. Photonic 

crystal fibre (PCFs) coupler consists of two identical cores of PCF, and the two 

cores are placed close to each other with cores separation, the light guided via one 

of two cores, so that can exchange energy with each other by the excitation of the 

evanescent part of the fundamental modes of each guide during the propagation 

[6, 12]. These evanescent modes depended on the wavelength, result from 

different energy exchanges depending on the wavelength used [12].   

In this paper, coupling properties of a two-core PCF coupler are evaluated 

using COMSOL MULTIPHYSICS software based on finite element method 

(FEM). The  performance of this design is tested in order to predict the coupling 

characteristics of two-core PCF coupler dependence one of the geometrical 

parameters of this structure, such as the separation of cores. Through the 

geometrical designes of the two-core PCF coupler structure, we can obtain  

coupling lengths of (μm), i.e. much shorter in traditional optical fibre couplers of 

hundreds or tens of (mm). This parameter affects the coupling between cores, and 

in some times increasing in the core separation between two cores leads to the 

suppression of the coupling between cores. The design these structures; may be 

applicable in a wider range of applications in optical communication, e.g. as 

coupler, polarizer splitter. 

1.1. Design methodology  

The coupling in photonic crystal fibre (PCFs) can be modelled by two identical 

cores that are placed close to one another (coupling Mode). Energy transmission 

can occur between the two cores through the coupling in their evanescent fields 

[3, 12]. A two-core PCF structure, as shown in Fig. 1. The structural parameters 

are the hole pitch Λ=4 μm, hole diameter d=1.16 μm, the air-filling fraction is 

d∕Λ=0.29, and core separation D=3 μm at the wavelength λ=1.55 μm, respectively. 

The refractive index of the core nco=1.45 is slightly larger than the refractive index 

of the cladding nclad=1.4, modelled for light guiding by total internal reflection 

mechanism (MTIR) between the core and the cladding region. Figure1, shows the 

PCF coupler obtained by means of COMSOL MULTIPHYSICS software based 

FEM with a perfectly matched layer (PML) as a boundary. FEM allows dividing 

the cross-section of two-core PCFs into finite small elements by using FEM 

triangular mesh generator tool and selecting the analysis study mode.  
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Fig. 1. Cross-section of two-core PCF coupler, the geometry of PCF design characterized by 

the structure parameters, such as the core diameter=5 μm, the hole pitch Λ=4 μm, hole 

diameter d=1.16 μm, the air-filling fraction d ∕Λ=0.29, and cores separation D=3 μm, at the 

wavelength λ=1.55 μm, respectively (a). Insert cladding material (b), Insert core material (c), 

triangular FEM mesh (d) 

FEM is capable of performing supermode analysis of the two-core PCF and 

directly solve the Maxwell equations to obtain an approximate value of the 

effective refractive indexes, and subsequently to find the coupling length of two- 

core PCF [6, 7]. According to the supermode theory that depends on mode 

coupling, there are four modes with different propagation constants either two 

modes propagate with the same phase called even (symmetric) modes or two 

modes propagate with a different phase called  odd (anti-symmetric) modes along 

x-and y-polarization fields [3, 9]. The coupling length (Lc) can be described as the 

single power is exchanged between two cores;  as a result,  the weak overlap of 

the adjacent electric field. A part of the light is confined into one core, then transfer 

to the other core after propagation distance called coupling length. As a result of 

the difference in propagation constants of even and odd modes and their refractive 

indexes are shown in equation (1). The coupling length is determined as bellow 

[3, 5, 8, 12]:  

)(2 oddevenoddeven

c
nn

L






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
                            (1) 
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The coupling length is affected mainly by the core diameter of the coupler, cores 

separation, and the wavelength [6]. The coupling coefficient relates to coupling length as 

in equation (2) follow below: 

cL2


                                                                      (2) 

1.2. Simulation results and discussion  

The numerical results show the coupling of two-core PCF at the wavelengths 

λ=1.55 μm and 1.31μm, as shown in figures 2, 3, 4, and 5 along the x-/y- polarized 

field. The effective mode indexes along the x-/y- polarized field are the same value 

for even and odd modes 1.4382 and 1.4375 and for the 1.55 μm. The effective 

mode indexes for even and odd modes also take the same value along the x-/y- 

polarized field for the wavelength 1.31μm are 1.4409 and 1.4406. Then, the 

difference in the effective refractive index for even and odd modes are 0.0007 and 

0.0003, and coupling lengths are Lc =1,107 μm and 2166 μm for the wavelength 

1.55μm and 1.31μm, respectively. Resulting, it is possible to design two-core or 

even multicore PCF coupler with the coupling lengths of (μm) much shorter than 

the traditional optical fiber couplers that are designed with the coupling lengths of 

(mm). Therefore, it is possible to achieve very short coupling lengths depending 

on the PCF's design, which could be useful for multiplexer-demultiplexer MUX-

DEMUX applications in terms of short coupling lengths.  

Difference between the effective refractive indexes of the even and odd modes 

along the x-/y- polarization field for PCF coupler is so small at the short 

wavelength, although this difference starts to increase at the long wavelength, as 

shown in figure.6 (a). Variation coupling length with wavelength for two-core 

PCF couplers for modes along x- /y- polarization field, as shown in figure.6 (b), 

this demonstrates that the coupling length decreases with an increase of the 

wavelength. At short wavelengths, the coupling length takes a large value at the 

short wavelengths and begins to pointedly decrease at the longer wavelengths, 

because the difference between the effective refractive index of the even and odd 

modes along x-/y- polarization field at the short wavelengths is lower than the 

longer wavelengths, and then this is relatively increased with increased the 

wavelength. The cause of the sudden decrease in the coupling length in the short 

wavelengths can be attributed to the material dispersion of silica glass, which 

plays an important role in evaluating the difference between the effective 

refractive index of the even and odd modes. 
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Fig. 2. A cross–section of two–core PCF represents the even supermodes in (a) and odd 

supermodes in (b) of the electric field distributions along the x-polarization field in (a and b). 

The field intensity represented in the contour scale of the electric field norm E of the 

boundary mode and Ex, respectively. The profile of the electric field for even and odd 

supermodes along the x-polarization field in (c and d) at wavelength 1. 55 μm 
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Fig. 3. A cross–section of two–core PCF represents the even supermodes in (a) and odd 

supermodes in (b) of the electric field distributions along the y-polarization field in (a and b). 

The field intensity represented in the contour scale of the electric field norm E of the 

boundary mode and Ey, respectively. The profile of the electric field for even and odd 

supermodes along the y-polarization field in (c and d) at wavelength 1. 55 μm 

 

 



80 

 

Fig. 4. A cross-section of two-core PCF represents the even supermodes in (a) and odd 

supermodes in (b) of the electric field distributions along the x-polarization field in (a and b). 

The field intensity represented in the contour scale of the electric field norm E of the 

boundary mode and Ex, respectively. The profile of the electric field for even and odd 

supermodes along the x-polarization field in (c and d) at wavelength 1. 31 μm 
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Fig. 5. A cross-section of two-core PCF represents the even supermodes in (a) and odd 

supermodes in (b) of the electric field distributions along the y-polarization field in (a and b). 

The field intensity represented in the contour scale of the electric field norm E of the 

boundary mode and Ey, respectively. The profile of the electric field for even and odd 

supermodes along the y-polarization field in (c and d) at wavelength 1. 31 μm 
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Fig. 6.  Show the difference between the effective refractive indexes of the even and odd 

modes along the x-/ y polarization modes for PCF coupler with wavelength (a). Variation 

coupling length with wavelength for two-core PCF couplers for even mode along x-/ y- 

polarization field (b). 

1.3. Effect of the geometrical parameters of the two-core PCF on the 

coupling length  

In order to investigate the influences of the geometric structural parameters of 

two-core PCF on the coupling length. We simulated changes in the structural 

parameters of the PCF coupler, such as the hole diameter d, hole pitch Λ and, D 

the core separation between two-core PCF coupler. We wanted to see what the 

outcome would be if these parameters were changed; how can be the change in 

the effective refractive index neff then the change in the coupling length Lc occurs. 

1.3.1. Effect of the change in hole diameter (d) of the two-core PCF  

The numerical results, we found that the coupling length Lc increases as the 

hole diameter increases, as shown in figure 7. Resulting in a decrease in the 

difference between even and odd modes when the hole diameter increases, as 

shown in by increasing the hole diameter d, the core separation between cores of 

coupler PCF is decreased at fixed the value of (d/Λ).  
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Fig 7. Variation coupling length with wavelength for different hole diameter and with hole 

pitch Λ =4.60 μm. 

1.3.2. Effect of the change in hole pitch of the two-core PCF  

The numerical results, we found that the coupling length Lc significantly 

decreases with an increase in hole diameter for different hole pitch (Λ), and this 

corresponds to an increase of the core radius. Design PCF coupler with a large 

hole diameter is more likely to decoupling because the mode is confined to one of 

the cores. Therefore, the coupling length decreases with the hole diameter 

increasing. On the other hand, the coupling length directly increases with 

increasing the hole pitch, and it takes a maximum value at hole pitch 5.60 μm. By 

reducing the hole pitch to 3.60 μm, we found the coupling length also decreases, 

as shown in figure 8. 

 

Fig. 8. Variation in the coupling length with the hole diameter d and with different hole pitch 

Λ =3.60 μm, 4.60 μm, 5.60 μm. 
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1.3.3. Effect of the change in air filling fraction of the two-core PCF  

The numerical results, we found that the coupling length Lc increases with 

increasing of the hole pitch. Λ or with decreasing air–filling fraction d/Λ, as 

shown in figure 9, show that the coupling length becomes less than 1000 μm at 

increasing the value of air–filling fraction d/Λ to greater than 0.4 and the structure 

become multimode, while decrease the value of air–filling fraction d/Λ to less 

than 0.4 into the endlessly single-mode regime, a single-mode will be realized. 

Therefore, changes in d/Λ of two-core PCF appear coupling lengths extremely 

low, and the mode field area becomes larger. 

 

Fig. 9. Variation in the coupling length with the air–filling fraction d/Λ and with different 

hole pitch Λ =3.60 μm, 4.60 μm, 5.60 μm. 

1.4. Effect of the core separation of the two-core PCF on the coupling length 

We changed the core separation between the two cores of the PCF coupler with 

pitch Λ=4 μm and air–filling fraction d/Λ=0.29, in order to investigate the 

influence the core separation on the coupling strength between the cores and then 

on the coupling length, the simulation results were performed at a wavelength 1.55 

μm, as shown in figure 10, shows that the coupling strength between the two-core 

PCF coupler is strong at small cores separation and reduce or suppression this 

strength at the large core separation. Therefore, the core separation is played an 

important role in determining the coupling strength between cores of PCF coupler, 

and then this effect on the coupling length. Increasing in the core separation 

between the cores of PCF coupler from 2 μm to 4.5 μm, We find from the results 

of the characteristics of coupling change with the change of cores separation, 

where the strength of the coupling is great between the two-core coupled at small 
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distances, such as 2 μm with a decrease in the length of the coupling, the coupling 

length is (203.94 μm). While the increase in the core  separation such as 4.5 μm, 

5 μm and 5.5 μm, we find the strength of coupling gradually decreases and the 

coupling length increased to (7750 μm), Increasing in the core  separation to 5 μm 

and 5.5 μm leads to the coupling suppression the strength of coupling between the 

coupled cores of PCF as shown in figure 3, show how to vary the coupling length 

with different core separation from 2 μm to 5.5 μm at the wavelength 1.55 μm 

shown as in (j). These results give us possibly for designing coupling lengths short 

or large of two-core PCF coupler to the decrease or increase of the rate of data 

transmitted in close or in far distance telecommunication. 

 

 

Fig. 10. Effect the core separation of two-core PCF on the coupling length, (a) the core 

separation D change to 2 μm (a), 2.5 μm (b), 3 μm (c), 3.5 μm (d), 4 μm (e), 4.5 μm (f), 5 μm 

(g), 5.5 μm (h). We find from the results of the characteristics of coupling change with the 

change of cores separation, where the strength of the coupling is great between the two-core 

coupled at small distances such as 2 μm with a decrease in the length of the coupling. While 

the increase in the core separation such as 5 or 5 μm and 5.5 μm. We find the strength of 

coupling gradually decreases until the coupling becomes suppression between the two-core 

coupled,  in (j), variation in coupling length with different cores separation from 2μm to 5.5 

μm at the wavelength 1.55 μm.  
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2. Conclusions  

Coupling characteristics of a two-core PCF have been numerically analyzed with 

different designs using COMSOL MULTIPHYSICS software-FEM. The study 

aimed to show it is possible to design two-core PCF coupler with different 

wavelengths, such as 1.55μm and 1.31μm in order to realize short coupling lengths 

in (μm), such as 1,107 μm for the wavelength 1.55 μm and 2166 μm for the 

wavelength 1.55 μm are much shorter than the traditional optical fiber couplers 

that have designed with the coupling lengths in several tens of (mm). We also 

found from the numerical results that the coupling characteristics of two-core PCF 

coupler are effected by changing the geometrical parameters of PCF coupler, such 

as the hole diameter, hole pitch, air–filling fraction d/Λ, these characteristics of 

two-core or even multi-cores PCF coupler, have potential in several applications 

such as the multiplexer-demultiplexing for wavelength division mode system 

(WDM), coupler and polarized splitter. Increasing the core separation between 

two cores to a significant reduction in the coupling strength between the coupled 

cores leads to the coupling suppression between them. These results give us 

possibly for designing coupling lengths short or large of two-core PCF coupler to 

the decrease or increase of the rate of data transmitted in close or in far distance 

telecommunication. 
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Abstract 

 
The aim of the study could be achieved by analysing measurements taken on any aerofoil, but 

in order to increase its usefulness, the study was carried out on the wings of an existing model of a 

gyroplane. In this way, the results will not only be used to determine the characteristics of the 

aerospace profile itself, but also to compare the aerodynamic parameters of the wing with and 

without interference resistance. The tested profile is a flat-convex low speed profile. Trapezoidal 

contour wing with low elongation, because it comes from the model of a gyroplane, It is therefore 

an additional element in the process of generating the load-bearing capacity. The wing has no 

elevation but is characterized by a slight aerodynamic dislocation. 

 

1. Introduction 

Aerodynamic testing of an aerofoil is a very complex process, consisting of 

several stages. On each of them, there may appear errors that will more or less 

disrupt the obtained results [1]. These errors may result from test methodology, 

model making technology, measurement errors or ordinary human errors [20]. On 

the basis of the experience gained during the above mentioned tests, it can be 

concluded that their accuracy is affected by: 

 3D printing technology, 

 care during the machining of the model, 

 selection of sizes of the tested model for the wind tunnel being at your 

disposal, 

 selection of mounting to the model dimensions; stiffness is very important, 

but also alignment of the holder, e.g. perpendicular to the base of the model, 

 accuracy of the position of the model in the tunnel at zero angle of attack, 

 precise setting of the desired flow velocities and meticulous recording of the 

displayed values, 
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 carefulness in all calculations, checking that the formulae entered in the 

formulae and values are right and in place, 

 proper configuration of all settings in the flow simulation program, including 

the chosen test accuracy [2]. 

The aim of conducted tests is to verify to what extent measurements of wind 

parameters of an object carried out in a wind tunnel and using a computer 

simulation, namely the SolidWorks module: Flow Simulation, differ from each 

other. In order to obtain reliable results, models used for experiments must have 

the same shape and roughness of the surface, which in combination with the same 

flow velocity will allow to maintain a similar Reynolds number [3]. The 

conditions of the test medium are also important. Since any values can be set in 

the computer simulation, they will be adjusted to those of the wind tunnel test: 

 air temperature: 26˚C (299.15 K), 

 air pressure: 1012 hPa, 

 air density: 1,178512 kg/m2. 

The flow analysis was carried out in the range of angles of attack from -6 to 23 

degrees. The research was carried out on two models reduced by four times and 

five times compared to the original dimensions of the wing [4]. The need to make 

a model reduced five times appeared during the examination of a larger model, 

because its size and weight and the way it was mounted in the tunnel did not 

guarantee the stability of the model, which was visible at higher flow velocities 

and angles of attack (vibrations and oscillations of the model) [5]. This could have 

affected the measured values of the forces and prevented them from being 

measured within the assumed range of attack angles (the mount could not hold the 

model in its base). These problems were eliminated during the examination of 

a smaller model. The paper will also compare the results of both models, which 

will allow us to determine the impact of selecting a model for the wind tunnel that 

is available [6]. 

2. Methodology 

The numerical profile tests were carried out using the SolidWorks Flow 

Simulation module [8]. Before the flow simulation can be started,  

a number of important data must be entered and the test scenario properly 

configured and prepared (figure 1). The basis is to select the type of flow (internal, 

internal, and external). In the case of the study of aerofoils, this will have an 

external impact [7]. Software makes it possible to enter data concerning heat 

conduction, radiation or the influence of gravity. 
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Fig. 1. Panel for basic settings of the test to be carried out 

Next, the type of gas or liquid flowing around the model is selected from the 

program database (in this case it is, of course, atmospheric air). The surface 

roughness setting also influences the test results [10]. No precise roughness 

measurements were made on the models, but on the basis of typical values 

obtained during finishing its value was determined to be about 0.5 micrometre; 

thus, such a value was introduced into the project. The final step in the basic 

settings was to determine the initial conditions [9]. These include, for example, 

thermodynamic parameters (pressure, density, air temperature), flow parameters 

(velocity, angle of attack, angle of attack, plane and longitudinal axis) or 

turbulence parameters. 

3. Research object 

Next step was to determine the so-called computing space around the tested 

model, within which the calculations will be performed (Fig. 2). Too large area 

will result in increased time needed to calculate the results, too narrow may not 

allow for a thorough examination of all phenomena or will reduce accuracy and 

credibility of the results obtained [12]. The program should specify the values of 

which parameters we want to know and whether these values are to be global or 

concern, for example, a specific point, a specific area or whether they are to be 

calculated from the introduced equation [11]. Options include static, dynamic or 

total pressure, flow velocity and forces generated in a given axis (minimum, 
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average or maximum values of these parameters), liquid temperature and density, 

turbulence data or force moments. 

 

Fig. 2. Entrance to a calculation task. Visible defined calculation 

Among many options in this project, it is necessary to know values of forces 

in Y and Z axes corresponding to the bearing forces (lift, drag), which will be 

necessary to introduce into the equations used to calculate the Cz and Cx 

coefficients (figure 2). Transformation of the formulae for the load-bearing forces 

has given the formula for the coefficients of these forces: 

 

𝐶𝑧(𝑥) =
2𝐹𝑧(𝑥)

𝜌𝑉2𝑆
    (X.Y) 

Forces will be calculated by software; the density value has been entered based 

on the temperature and air pressure values as follows 

𝜌 =
𝑝

𝑅𝑇
 (where R is an individual gas constant of 287,5 J/kgK for dry air), the flow 

velocity is set, and the surface is manually entered on the basis of model 

measurement [13]. Since the angle of attack will vary with respect to the 

coordinate axes, it is necessary to introduce trigonometric relationships into the 

formula, which will give values of forces in correlation to the direction of the 

incoming air stream. Ultimately, the formula for lift and drag coefficients will take 

the following form: 

𝐶𝑧 =
2(𝐹𝑧𝑐𝑜𝑠𝛼+𝐹𝑥𝑠𝑖𝑛𝛼)

𝜌𝑉2𝑆
        𝐶𝑥 =

2(𝐹𝑧𝑠𝑖𝑛𝛼+𝐹𝑥𝑐𝑜𝑠𝛼)

𝜌𝑉2𝑆
    (1.1) 

 

A very important element, when performing computer simulations of streams, is 

the definition of the so-called Mesh grid (figure 3). It discredits the surface of the 

tested model using the finite element method (a surface system approximating the 
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original shape is created), which allows to carry out simulations and calculations 

[14]. Of course, the denser the grid, the more accurate  results should be obtained, 

but this may significantly extend duration of calculation. 

 

Fig. 3. Model after discretisation 

4. Testing a wing model in a wind tunnel 

The tests were carried out on the HM 170 Open wind tunnel test stand of 

G.U.N.T. Hamburg (figure 4). The tested object was placed in a working chamber 

on a rod connected at the base with an electronic sensor measuring two 

components of acting forces [15]. Data on forces, flow velocity, moments, angle 

of attack or pressure distribution can be collected and analysed on a PC.  

 
Fig. 4. Structure diagram HM 170. 1) inlet; 2) flow regulator; 3) nozzle; 4) measuring 

section; 5) tested object; 6) force meter; 7) display; 8) diffuser; 9) switch box; 10) pressure 

gauge; 11) axial fan 
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The Wind Tunnel technical data: 

 dimensions of the measuring section: (W/H) 292x292x420mm; 

 flow velocity: 3.1-28m/s; 

 power consumption: 2,2kW; 

 range of force measurement: ±18N; 

 attack angle: ±180˚. 

The model prepared for the test was of sufficient size in comparison to the 

fastening rod and its diameter, so the test began with the proper preparation of the 

fastening of the model. The aerofoil was prepared to allow the bar to be inserted 

throughout the entire wingspan. In addition, the part of the rod attaching the model 

to the tunnel seat was reinforced with an aluminium sleeve, which significantly 

increased rigidity and stability of the entire installation [16]. After the model was 

mounted in the working part of the tunnel, the zero rake angle was set and the 

force meter was calibrated, tests could have been started. With a use of the flow 

regulator, speed of the flowing air was increased, which was indicated by the 

manometer [18]. 

When the target value was reached, aerodynamics forces were read and written 

down. The attack angle was then adjusted by means of a graduated scale placed at 

the base of the model on the load cell (figure 5). In this way, force values for the 

intended rake angles were measured consistently. The procedure for other air 

velocities was analogous. 

 

 

Fig. 5. The model is mounted in a workstation. Platform with a scale of attack angles and 

a device for reading the values of generated bearing and resistance forces 
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5. Result of research  

The numerical analyses cover complex issues of correlation between particular 

groups of analyses [17]. Flow Simulation allows to use many options for 

measuring and visualising the above mentioned parameters, such as gradient 

representation of pressure values in a given cross-section or on a given surface or 

animation of the trajectory of the flow of particles around an object (figure 6), but 

their use is not necessary in this work. 

 

Fig. 6. Visualisation of particle trajectory around the model with gradient pressure 

distribution 

 

The easiest way to carry out the intended research is to create a parametric 

study with a specific test scenario in Flow Simulation, which determines the range 

of changes in the angle of attack and velocity of flow [19]. Obtained results are 

exported to Excel file, where they can be processed and analysed. 

Tab. 1. Values of forces and coefficients obtained during the test of a larger wind tunnel 

model for individual approach angles and flow velocities 

α 15m/s 18m/s 20m/s 

Fz Fx Cz Cx Fz Fx Cz Cx Fz Fx Cz Cx 

-6 -0,49 0,3 -0,080 0,049 
        

-4 0,08 0,2 0,013 0,033 -0,23 0,29 -0,026 0,033 0,1 0,38 0,009 0,035 

-2 0,28 0,19 0,046 0,031 0,38 0,27 0,043 0,031 0,81 0,41 0,075 0,038 

0 0,62 0,2 0,102 0,033 0,81 0,28 0,092 0,032 1,16 0,33 0,107 0,030 

2 0,97 0,22 0,159 0,036 1,41 0,32 0,161 0,036 1,69 0,37 0,156 0,034 

4 1,4 0,27 0,230 0,044 2,05 0,38 0,233 0,043 2,48 0,44 0,229 0,041 

6 1,9 0,35 0,312 0,057 2,79 0,5 0,318 0,057 3,48 0,61 0,321 0,056 

8 2,37 0,45 0,389 0,074 3,6 0,67 0,410 0,076 4,42 0,82 0,408 0,076 



95 

 

 

10 2,8 0,57 0,459 0,093 4,34 0,87 0,494 0,099 5,27 1,04 0,486 0,096 

12 3,37 0,72 0,553 0,118 5,22 1,15 0,594 0,131 6,17 1,33 0,569 0,123 

14 3,86 0,9 0,633 0,148 5,87 1,38 0,668 0,157 7,22 1,68 0,666 0,155 

16 4,39 1,1 0,720 0,180 6,67 1,68 0,759 0,191 7,84 2,7 0,723 0,249 

18 4,95 1,36 0,812 0,223 7,55 2,07 0,860 0,236 7,33 2,55 0,676 0,235 

19 5,53 1,62 0,907 0,266 7,83 2,27 0,891 0,258 
    

20 5,56 1,63 0,912 0,267 7,61 2,45 0,866 0,279 
    

21 5,77 1,76 0,946 0,289 7,4 2,54 0,843 0,289 
    

22 6,02 1,9 0,987 0,312 7,2 2,65 0,820 0,302 
    

23 6,26 2,02 1,026 0,331 
        

 

 

Fig. 7. Coefficient of bearing force as a function of the angle of attack for individual flow 

velocities 
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Fig. 8. Resistance force coefficient as a function of the angle of attack for individual flow 

velocities 

 

Fig. 9. Polar profile for individual flow velocities 

The courses in figure 7, for the angle of attack to about 14 degrees were 

overlapping but then had started to show bigger differences, caused probably by 

the mentioned vibrations, bending of the mount and turbulent airflow. It is also 

possible to notice a decrease in the value of Cz above the angle of 16° at the speed 

of 20 m/s and above 19° for 18 m/s, which indicates that the critical angle has 
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been reached. The second diagram also shows similar waveforms with no major 

differences in the values of across the entire range of attack angles. The exception 

is a flow rate of 20 m/s for an angle of 16° and 18°, because the value of the 

resistance force coefficient should not decrease with the increase of the angle of 

attack [8]. This situation is probably the result of the model's oscillation under the 

influence of large forces acting on it. The third diagram confirms the significant 

influence of vibrations on the character of the waveforms. While for lower speeds 

the characteristics overlap, for V=20m/s they start to very early. 

Tab. 2. Flow Simulation model test force and coefficient values for individual rake angles 

and flow velocities 

α 
 

15m/s 18m/s 20m/s 

Fz Fx Cz Cx Fz Fx Cz Cx Fz Fx Cz Cx 

-6 0,30 0,38 0,043 0,057 
-

0,03 
0,37 

-
0,008 

0,042 -0,02 0,45 
-

0,006 
0,041 

-4 0,41 0,33 0,063 0,049 0,33 0,35 0,035 0,037 0,40 0,42 0,034 0,036 

-2 0,56 0,27 0,090 0,041 0,66 0,33 0,073 0,035 0,81 0,40 0,073 0,035 

0 0,55 0,20 0,090 0,032 0,78 0,28 0,089 0,031 0,95 0,34 0,087 0,031 

2 0,82 0,21 0,136 0,039 1,18 0,28 0,135 0,037 1,46 0,35 0,136 0,037 

4 1,20 0,22 0,198 0,050 1,61 0,27 0,185 0,043 2,00 0,33 0,186 0,043 

6 1,50 0,18 0,248 0,054 2,10 0,25 0,241 0,053 2,60 0,30 0,242 0,053 

8 1,82 0,15 0,299 0,066 2,68 0,22 0,305 0,067 3,31 0,27 0,306 0,067 

10 2,49 0,14 0,406 0,093 3,11 0,21 0,353 0,085 4,14 0,22 0,379 0,086 

12 2,93 0,10 0,473 0,116 4,06 0,15 0,456 0,113 4,94 0,18 0,449 0,111 

14 3,38 0,06 0,540 0,144 4,71 0,06 0,522 0,137 5,55 0,19 0,501 0,141 

16 3,87 0,00 0,610 0,176 5,23 0,04 0,574 0,169 6,53 0,08 0,581 0,173 

18 4,61 -0,08 0,715 0,222 6,09 0,11 0,664 0,226 7,36 0,22 0,652 0,229 

19 4,89 -0,09 0,754 0,247 6,41 0,09 0,693 0,247 8,83 
-

0,32 
0,760 0,237 

20 5,11 -0,14 0,780 0,266 7,17 
-

0,11 
0,762 0,267 9,40 

-

0,39 
0,802 0,263 

21 5,23 -0,09 0,795 0,293 7,50 
-

0,06 
0,795 0,300 9,97 

-
0,41 

0,845 0,294 

22 5,16 -0,06 0,781 0,307 7,66 0,03 0,810 0,330 10,53 
-

0,48 
0,884 0,323 

23 6,27 -0,24 0,931 0,366 8,55 
-

0,22 
0,886 0,357 11,05 

-

0,41 
0,924 0,364 
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Fig. 10. Coefficient of bearing force as a function of the angle of attack for individual flow 

velocities 

 

 

Fig. 11. Resistance force coefficient as a function of the angle of attack for individual flow 

velocities 
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Fig. 12. Polar profile for individual flow velocities 

 

Analysing figures 10, 11 and 12, a very good coverage of all the runs can be 

observed, especially at small angles of attack and on the second one. The computer 

simulation eliminated imperfections of the actual mounting, which makes 

characteristics more similar to each other, as it should theoretically be. Of course, 

there are differences around the angle of 18–19°, which are more pronounced in 

the Cz(α) graph, but this is more likely to be a result of the turbulent stream that 

is defined and included in Flow Simulation, and errors caused by the low density 

of the Mesh grid. 

6. Conclusions  

Aerofoil aerodynamic testing is a very complex process, consisting of several 

stages. On each of them there may appear errors that will more or less disrupt the 

obtained results. These errors may result from test methodology, model making 

technology, measurement errors or ordinary human errors. On the basis of the 

experience gained in carrying out the above mentioned tests, it can be concluded 

that their accuracy is affected by: 

 3D printing technology, 

 care during the machining of the model, 

 selection of sizes of the tested model for the wind tunnel being at your 

disposal, 

 selection of mounting to the model dimensions; stiffness is very important, 

but also alignment of the holder, e.g. perpendicular to the base of the model, 

 accuracy of the position of the model in the tunnel so that the zero angle of 

attack is actually a zero angle of attack, 
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 precise setting of the desired flow velocities and meticulous recording of the 

displayed values, 

 carefulness in all calculations, checking that the formulae entered in the 

formulae and values are right and in place, 

 proper configuration of all settings in the flow simulation program, including 

the chosen test accuracy. 

Comparison of model wind tunnel and Flow Simulation test results show figure 

13, figure 14 and figure 15 combine characteristics for different test methods. 

 

 

Fig. 13. Coefficient of bearing force as a function of the angle of attack (Wind tunnel, Flow 

Simulation) 

 

 

Fig. 14. Resistance force coefficient as a function of the angle of attack (Wind tunnel, Flow 

Simulation) 
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Fig. 15. Polar profile for individual flow velocities (Wind tunnel, Flow Simulation) 

Verification of the obtained results allows to conclude that the computer-

generated data are repeatable, because the similar course and error rate were 

characterised by the characteristics of a larger model. Generally, the diagrams 

overlap, but on chart 19 for flow velocity of 15 m/s between 16th and 19th degree 

of the angle of attack, a calculation error appeared apparently. It can therefore 

already be concluded that more trust and reliability should be placed in the results 

obtained in the wind tunnel. All characteristics show only minor deviations 

between wind tunnel and Flow Simulation results. 

At an approach angle of 23°, the difference between the drag coefficient and 

all flow velocities is approximately 0.05. It is therefore difficult to determine 

which method of testing introduces distortion in Cx values. The wind tunnel test 

did not observe that the mounting rod rested against the working chamber casing, 

which could reduce the measured drag. In addition, if this were the case, the 

difference in Cx should be greater for higher flow velocities, but the opposite is 

observed. The influence of various types of turbulence would also intensify when 

the flow velocity is increased. Perhaps, roughness of the surface of the model 

differs from the one introduced into the simulation and the effect of this effect is 

more visible during the measurement of the drag than the lift force. 
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Abstract 

 
Autonomous learning is one of the hallmarks of human behaviour and ability to self-learning 

will be crucial in order to achieve true autonomy in advanced machines. Smart robots will be a core 

in the Industry 4.0. A key characteristic of a smart system is its ability to learn. Robots can learn 

complex task like walking, cleaning house or simple task, such as reaching a particular position. 

Reinforcement learning algorithms enable learning using experience obtained in the process of 

machine learning. It allows the agent learn to act in different ways depending on the situation in 

which the agent found itself in the environment. In this paper authors present a research on accuracy 

of positioning of robotic arm gripper using policy gradient (PG) algorithm Deep Deterministic 

Policy Gradient (DDPG) combined with Hindsight Experience Replay (HER). The agent (robotic 

arm) is trained in virtual environment using physics engine. The robot learns from observation: 

cartesian position of robotic arm gripper, cartesian velocity of robotic arm gripper, joint’s angles 

and joint’s velocity. The task of the robot is to reach the specific position as quickly and as accurately 

as possible. Model trained in virtual environment is deployed in physical robotic arm. The accuracy 

of positioning is compared with PID control algorithm. 

 

1. Introduction 

Reinforcement learning has been shown to be an effective framework for 

solving complex control problems. In simulated domains, agents have been 

trained to perform a diverse set of challenging tasks [4], [8], [12] and highly 

dynamic motor skills [6], [9], [15], [16].  

Unfortunately, many of the capabilities demonstrated by simulated agents have 

often not been realised by their physical counterparts. For tasks such as gripping, 

shifting, fitting one item to another, walking, running it is not easy to implement 

an agent trained in simulation in the real environment. There is a problem of 

accurate modelling of the environment, observation and variable parameters, such 

as mass, damping, friction etc. Camera observation, friction, suppression etc. are 
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difficult to represent in simulation as a number. There have been various 

techniques to address these types of problems such as Domain Randomization 

[14] [17], Domain Adaptation [3], RCAN [7]. 

In the 2016 study [2], the authors developed an algorithm on a simulated planar 

6-DOF with a discrete action-set and showed that all the points reached by the 

manipulator have average accuracy of 0.0056 m (±0.002). The algorithm was 

found to be repeatable. The authors implemented the concept on the Baxter robotic 

arm to generate solutions up to 0.008 m. The authors of another study [11] used 

a closed-loop controller on a 3D soft-arm to position the end effector to reach a 

ball. In the research by Giorelli et al. [5] used a Jacobian-based approach to reach 

an average tip accuracy of 6% of the total manipulator length. These traditional 

methods are limited by modelling assumptions, computational expense, and most 

importantly, precision that needs to be further reduced for technological 

advancements in soft robotics. Learning mechanisms [13] provide a more 

promising approach by encoding correlations between sensorimotor data through 

internal models [20]. Imitation learning was applied to a high-dimensional soft 

manipulator by the authors of the work on STIFF-FLOP surgical robot [10]. 

However, this implies that the robot can only be as good as the provided 

information. The interaction with the environment through exploration is essential 

for a robot to learn optimal behaviour [18] [19]. 

The authors who presented the results from the research on the implementation 

of Reinforcement Learning algorithms for the robotic arm, focused on whether the 

agent was successful. In this paper, the focus is shifted to how the robotic arm was 

successful and what the positioning accuracy was. Despite being trained 

exclusively in simulation, the algorithm is able to maintain a similar level of 

performance when deployed on a physical robot, reliably moving to the target 

location with random initial configuration.  

2. Background 

2.1. Reinforcement Learning 

The main aspects of Reinforcement Learning are the agent and the 

environment. The agent is a robotic arm and the environment is the world that the 

agent is surrounded by. At every step of interaction, the agent gets an observation 

of the state (s ∈ S) of the world and subsequently decides to perform an action (a 

∈ A). The environment changes when the agent acts on it. The agent perceives a 

reward (r ∈ R) from the environment, a number that tells it how good or bad the 

current world state is. The goal of the agent is to maximise its cumulative reward, 

called return. The agent learns the policy π(s) (strategy) by interacting with the 

environment, through trial and error. Reinforcement learning methods are ways, 

that the agent can learn behaviours to achieve its goal. A view of a simplified 

agent-environment interaction loop is shown in figure 1. 
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Fig. 1. Agent-environment interaction loop 

2.2. Algorithm 

Deep Deterministic Policy Gradients (DDPG) combined with Hindsight 

Experience Replay (HER) were used in the learning process. These two 

algorithms are briefly outlined below.  

DDPG [8] is a model-free Reinforcement Learning algorithm for continuous 

action spaces. DDPG contains two neural networks: a target policy (also called an 

actor) π(s) and an action-value function approximator (called the critic) Q(s,a). 

The task of the critic is to approximate the actor’s action-value function Qπ. 

Episodes are generated using a behavioural policy which is a noisy version of the 

target policy:  

πb(s) = π(s) + N(0, 1) (1) 

The critic is trained based on targets yt which are computed using actions outputted 

by the actor:  

yt = rt + γQ(st+1, π(st+1)) (2) 

The actor is trained with mini-batch gradient descent on the loss:  

La = -EsQ(s, π(s)) (3) 

where s is sampled from the replay buffer. The gradient La with regard to actor 

parameters can be computed by backpropagation through the combined critic and 

actor networks. 

Hindsight Experience Replay [1] is a buffer of past experiences for learning 

from failures. The Authors of HER suggest the following strategy: suppose agent 

performs an episode of trying to reach the target state g from initial state s0, but 

fails to do so and ends up in some state s’ at the end of the episode. The trajectory 

is cached into replay buffer: 
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{(s0, g, a0, r0, s1), (s1, g, a1, r1, s2), …, (sn, g, an, rn, s’)}  (4) 

The idea in HER is to imagine that goal has actually been in state sn all along, and 

the agent has reached the goal successfully and got the positive reward. In 

addition, the following trajectory is cached:  

{(s0, s’, a0, r0, s1), (s1, s’, a1, r1, s2), …, (sn, s’, an, rn, s’)} (5) 

This trajectory is the imagined one and is motivated by the human ability to learn 

useful things from failed attempts. The reward received at the final step of the 

episode is now a positive reward gained from reaching the imagined goal. This 

approach allows the agent to gradually improve the policy and obtain the goal 

much more quickly.  

3. Robotic system 

The robotic system consists of two parts: hardware and software. The hardware 

consists of a robotic arm and a computer. The virtual environment that allows to 

simulate a virtual robotic arm and the algorithm used to learn complete the task is 

implemented on the computer. The configuration of the computer is as follows: 

OS is Ubuntu 18.04, CPU is Intel Core i7-8700K and GPU is GeForce GTX 1060.  

 

 

Fig. 2. Scheme of the system 
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The agent is a 4-DOF robotic arm Dobot Magician, shown in figure 3. This 

robot’s repeatability precision reaches 0.2 mm, which is the maximum error that 

can occur. In addition, the robot has a lightweight body enough to be placed on 

the desktop. The joint structure of the robotic arm is shown in figure 3. Maximum 

payload of the robotic arm is 500g. The working range of four-degree joints are 

[−900, 900], [00, 850], [−100, 950], and [900, −900], respectively. In the presented 

model, the J4 joint was removed due to its lack of influence on positioning. The 

robotic arm has three channels for the communication with the computer, WIFI, 

USB and Bluetooth. In this work, the robotic arm communicates with the 

computer using the USB connection. 

 

Fig. 3. Dobot Magician  

Source: https://www.dobot.cc/dobot-magician/product-overview.html, Dobot Magician User Guide 

v1.7.0 

The agent was trained in a virtual environment to learn the optimal policy 

ensuring the completion of the task. After training the optimal policy in simulation 

was tested on a virtual model of the robot and the physical robot, whose simplified 

scheme is shown in figure 2.  

4. Experimental Investigation 

4.1. Experiment description 

The task of the robot was to reach the target position as quickly and as 

accurately as possible. The robot was moving without any payload. During the 

training robot started each episode from the same position. During the training the 

target position was sampled from the uniform distribution in the 3D space box 

(coordinates xg, yg, zg). The maximum number of steps for each episode was 100. 

An episode ended after reaching the maximum number of steps or when the robot 

reached a sufficiently close position to the target. The distance threshold success 

dth was set to 0.5mm.  

The agent’s observations were: gripper position (x, y, z), linear velocity gripper 

(vx, vy, vz), joint’s angles (j1, j2, j3), linear velocity joint’s angles (vj1, vj2, vj3), 



109 

 

target position (xg, yg, zg). Altogether, there were 12 observations and the executed 

action was a 3-dimensional gripper movement (Δx, Δy, Δz).  

Three different reward functions were put to test, which are described in 

section 4.2. The positioning accuracy of Reinforcement Learning algorithm was 

compared with the PID controller, briefly described in section 4.3.  

The authors carried out the tests in the virtual environment on the model of the 

robot and on the physical one. The results were compared for the same target 

position. It was gx = 0.04199m, gy = 0.26923m, gz = 0.15352m. There are also 

presented average results for randomly sampled target positions.  

4.2. Reward functions 

Three reward functions were tested:  

 sparse, 

 dense, 

 dense trajectory.  

The first reward function is binary. The agent obtains a reward of 0 if the object 

is at the target location (within a tolerance of 0.5mm) and −1 otherwise. 

The second reward function takes into account the achieved position a and the 

target position g. The reward is calculated based on the Euclidean distance 

between point a and point g from the formula:  

rd = −√(ax-g
x
)
2
+(ay-g

y
)
2
+(az-gz

)
2
 (6) 

The third reward is an extension of the second reward. It also takes into account 

the trajectory on which the agent moves. The reward is calculated from the 

formula: 

rdtr = − √(ax-g
x
)
2
+(ay-g

y
)
2
+(az-gz

)
2
 − d∙w   (7) 

where d is the distance between the achieved position a and the point that lies on 

the ideal trajectory based on the initial position s and target position g. The 

distance d is calculated from the formula:  

d = 
|sg⃗⃗  ⃗×sa⃗⃗  ⃗|

|sg⃗⃗  ⃗|
 

(8) 

Coefficient w is weight coefficient, which describes the extent to which the 

distance d is relevant for calculating the reward rdtr.  
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4.3. PID algorithm description 

For each axis there is a separate, independent PID controller. The controller’s 

input is the gripper position (x, y, z) and the controller’s output is the gripper 

movement (Δx, Δy, Δz). PID’s coefficients were: KP = 3, KI = 0.5. KD =10. The 

scheme of the controller is shown in figure 4.  

 

Fig 4. Scheme of the PID controller 

4.4. Simulation results 

The trajectory on which the robot’s gripper moved is shown in figure 5. The 

algorithm with sparse reward achieves the goal fastest of all reward functions (the 

smallest number of steps). At the end of the movement, there are oscillations of 

the robot’s gripper that disqualify this reward function. The trajectory is gently 

bent. For the tested target position (gx = 0.04199m, gy = 0.26923m,  

gz = 0.15352m), the error e is 1.49mm. Error e is calculated from the formula:  

e = √x2+y2+z2 (9) 

The algorithm with dense reward reduces oscillations, makes the robot’s move 

more smoothly, but it takes more time to attain the target position. The trajectory 

as in the case of the previous reward function is gently bent. For different target 

position, the trajectory is slightly different. For tested target point, the error e is 

0.71mm. For dense and sparse reward functions, it is difficult to predict exactly 

what trajectory the robot will follow.  

The problem of moving on a specific trajectory was solved in the algorithm 

with the dense trajectory reward function. For coefficient w = 2, the trajectory was 

much more optimal and closer to the ideal trajectory created based on start 

position s and target position g, however, the end position was not sufficiently 

near the target position. The average distance d between the achieved position and 

ideal trajectory was 1.25mm. For coefficient w = 20, the trajectory on which the 

robot's gripper moved was almost a straight line. The average distance d between 

the achieved position and ideal trajectory was 0.51 mm. For this type of reward, 

the gripper's end position is the closest to the tested target position of all tested 

reward functions.  
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All results are collected in table 1, which gives data on the gripper’s end 

position, the difference between gripper’s end position and the target position, 

error e and the number of steps (actions) required to attain the end position.  

 

 

Fig. 5. Simulation results for target position: gx = 0.04199m, gy = 0.26923m, gz = 0.15352m 

Tab. 1. Simulation results for target position: gx = 0.04199 m, gy = 0.26923 m, 

gz = 0.15352 m 

alg./reward fun. 
end position - x, y, z 

[m] 

difference - x, y, z 

[mm] 
e 

[mm] 
steps 

PID  0.04198, 0.26921, 0.15357 0.01, 0.03, -0.04 0.05 
100/ 

61* 

sparse 0.04237, 0.26937, 0.15496 -0.37, -0.14, 0.43 1.49 18 

dense 0.04189, 0.26924, 0.15423 0.11, -0.01, -0.70 0.71 28 

dense tr w=2 0.04102, 0.27004, 0.15392 0.97, -0.81, -0.39 1.33 29 

dense tr w=20 0.04223, 0.26974, 0.15315 -0.24, -0.51, 0.37 0.67 39 

*due to integral term in the PID controller, the robot’s gripper was still moving to 

minimise the error (until the maximum number of steps for the episode is reached – 

100). The second number indicates the number of steps after which the gripper reached 

the position 0.5 mm from the target position. 
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4.5. Results of deployment of the physical robot 

The trajectory on which the robot’s gripper moved is shown in figure 6. The 

algorithm with sparse reward had huge oscillations comparing to simulation 

results. For some target positions, the robot falls in undefined oscillations. The 

robot’s gripper moved around target position until the end of the episode. 

 

Fig. 6. Results of deployment on a physical robot for target position: gx = 0.04199m, 

gy = 0.26923m, gz = 0.15352m 

The algorithm with dense reward makes the robot move more smoothly, but 

the trajectory is slightly bent. Error e is 0.41 mm, which is the best result for this 

particular target position. The algorithm with dense trajectory reward function 

solves the problem of bent trajectory. For coefficient w = 2, the average distance 

d between the achieved position and ideal trajectory was 1.38 mm. For coefficient 

w = 20, the average distance d was 1.27 mm.  

All results for target position: gx = 0.04199 m, gy = 0.26923 m, gz = 0.15352 m 

are collected in table 2, which contains information about the gripper’s end 

position, the difference between the gripper’s end position and the target position, 

error e and the number of steps (actions) required to attain the end position. 
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Tab. 2. Results of deployment on a physical robot for target position: gx = 0.04199 m, 

gy = 0.26923 m, gz = 0.15352 m 

alg./reward fun. 
end position: x, y, z 

[m] 

difference: x, y, z 

[mm] 
e 

[mm] 
steps 

PID 0.04198, 0.26921, 0.15356 0.01, 0.03, -0.04 0.05 
100/ 

63* 

sparse 0.04282, 0.26938, 0.15564 -0.82, -0.15, -2.11 2.27 21 

dense 0.04173, 0.26907, 0.15378 0.26, 0.16, -0.26 0.41 31 

dense tr w=2 0.04186, 0.26996, 0.15489 0.14, -0.73, -1.36 1.55 32 

dense tr w=20 0.04337, 0.26968, 0.15393 -1.37, -0.45, -0.40 1.50 40 

*due to integral term in the PID controller, the robot’s gripper was still moving to 

minimise the error (until the maximum number of steps for the episode is reached – 

100). The second number indicates after what number of steps the gripper reached the 

position 0.5 mm from the target position (target). 

4.6. Comparison of simulation and deployment of the physical robot 

The three tested types of reward functions (sparse, dense, dense trajectory  

w = 20) employed in  the simulation and the physical robot are compared in figure 

7. For dense reward and dense trajectory reward, the results for simulation and 

deployment on a physical robot are comparable. Transfer of learned agent from 

simulation to real object gives similar accuracy of positioning. Unwanted 

oscillations appearing in the algorithm with sparse reward function, should be 

rejected.  

 

Fig. 7. Comparison of the results for simulation and deployment of the physical robot 

Table 3 shows the average error e and the average number of steps the agent 

had to execute to attain the randomly sampled target positions. Referring to table 

3, it can be stated that the best positioning accuracy, both for simulation and 

deployment on the physical robot has an algorithm with dense trajectory reward 

with coefficient w = 20. Deployment on the physical robot can be considered as 

successful because difference compared to simulation is about 0.5 mm.  
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Tab. 3. Average error and number of steps 

sim/physical reward function avg. e ± std [mm] avg. steps ± std 

si
m

u
la

ti
o

n
 sparse 1.137±0.518 19±1 

dense 2.177±1.575 29±2 

dense tr w=2 1.762±1.293 29±2 

dense tr w=20 1.044±0.625 39±2 

p
h

y
si

ca
l 

sparse 6.757±7.855 73±37 

dense 2.224±1.952 31±2 

dense tr w=2 1.939±1.703 32±2 

dense tr w=20 1.552±1.481 39±2 

5. Conclusions 

The robot controlled by Reinforcement Learning algorithms has an advantage 

over the classic control methods. The robot develops its own strategies of action 

based on the collected experience, gaining a certain degree of autonomy. Thanks 

to generalisation it can adapt to slight changes occurring in the environment, 

which is what the classic control methods experience the problem with.  

For the tested reward functions, the best accuracy and reliability was shown by 

the algorithm with dense trajectory reward function. Although it does not reach 

the target in the smallest number of steps. In the simulation, the algorithm had 

a positioning accuracy of 1.044 mm (±0.625), whereas in deployment on 

a physical robot – 1.552 mm (±1.481). The authors of the study referenced at the 

beginning of this paper [2] reached accuracy 5.6 mm (±2.0) in simulation and 8 

mm for a physical robot.  

In the future, the authors plan to test the accuracy of positioning for the robot 

that has to avoid obstacles and move along a specific, more complicated trajectory. 
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Abstract 

 
A method of analysis of long time series containing a quasi-periodic signal disturbed by random 

components is presented. The measurement data contained electrical and pressure signals, recorded 

at high sampling rates during electrochemical tests in a cavitation cloud on the vibratory rig. 

Statistical analysis of signals, recorded in digital form allowed to separate of signal variations onto 

following components: 

 Component of long period containing constant values, being consequence of applied potential 

difference, quasi-static variations caused by thermal drift, variations in liquid composition and 

its conductivity and variations of period are at least 10 time longer, than period of basic wave 

caused by macroscopic pulsation of cavitation cloud; 

 Component of frequency corresponding to basic frequency of liquid oscillation; 

 Component of short period (with duration time below 12 µs), associated with cavitation 

phenomenon in liquid. 

Signal processing was carried out with use of adaptive median filter under the terms synchronous 

sampling with sampling rate not lower than 50 – 100 times more than basic frequency of sampled 

signal i.e. 1 – 2 MHz. 

 

1. Introduction 

The phenomenon of cavitation is connected with gradients of pressure formed in 

a liquid and is a consequence of turbulent flow or high power vibrations induced by 

an external factor. The nature of cavitation and methods of its examination have been 

described in numerous publications, e.g. [1 -5]. Cavitation erosion is a process of 

material damage that accompanies the dynamic pulse influence of liquid on material 

surface. Imploding gas or vapour bubbles which first form in areas of low pressure 

act in the form of microjets or impact waves in cavitation cloud (figure 1) [2]. When 

a liquid exerts physical and chemical influence on a material, there occur mechanical 

masking effects of cavitation erosion nature caused by chemical and electrochemical 
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phenomena. In this connection, the process of cavitation erosion is sometimes 

classified as a specific form of corrosion, which seems unjustified [5 – 12].  

   
 

Fig. 1. A scheme of implosion of a cavitation bubble [2] and cavitation cloud observed under 

the exciter on a vibratory rig 

Conventional methods of signal processing used during electrochemical 

research in the presence of cavitation are as follows: 

 classic band filtration carried out with the use of analogue circuits in 

a measuring channel or using digital filters designed on the basis of analogue 

prototypes, therefore it is an on-line type of filtration, 

 digital filtration implemented in the off-line mode, consisting of FFT, 

removal of unwanted components of the spectrum and IFFT [13, 14]. 

During research performed in conditions specific for the vibration facility with 

a fixed specimen, differences were found between mass losses of corrosive nature 

estimated by using Faraday’s law (after current signal filtration) and determined 

by spectrophotometric analysis of water after the process. Properties of the 

mentioned differences, depending on the power density of cavitational load, gave 

indications that low-pass filtration methods might be a source of errors. 

2. Laboratory stand and research conditions 

The laboratory stand (figure 2) permitted to change the power density of 

cavitational load from 0 to 1000 kW/m2 by variation of amplitude oscillation of 

the exciter or by changing the gap between the exciter and a specimen [15]. The 

laboratory stand consisted of: 

1. Ultrasonic processor Sonics VCX-500 with frequency of 20 kHz and 

amplitude up to 124 µm. 

2. Elpan EP-20a analogue potentiostat, with bandwidth up to 100 kHz, equipped 

with an amplifier with voltage outputs: Uw-ref (voltage between working and 
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reference electrodes), as well as U(i) – voltage of value proportional to the 

current value. 

3. Three-electrode work cells, with volume of 2 dm3, 

 working stationary electrode: Armco type iron (in the first stage), in the 

second stage of investigation it was replaced by the mentioned below 

piezoelectric converter, wherein the sensors membrane was used as 

a working electrode; 

 counter electrode of TiAl6V4 alloy, used as an oscillator horn tip; 

 reference electrode AgCl Eurosensor type EAgClU-302. 

4. Cooling system based on a Polyscience 9512 refrigerating circulator. 

5. Measuring and control system containing  

 pressure/charge converter Kistler 603B, connected to a charge-coupled 

preamplifier Brüel & Kjaer 2635 with inner low- and high-pass filters with 

cut-off frequencies of 100 kHz and 0.2 Hz, respectively; 

 PC computer with MS Windows XP operating system and Intel Core 2 Duo 

processor; 

 sequential A/D converter Advantech PCI-1716 under control of MeasX 

DasyLab 9.0 software as master controller of experimental device; 

 four-channel parallel A/D converter Advantech PCI-1714 with specialised 

software for data acquisition up to 10 MHz per channel, used as time 

magnifying glass, providing the main measurement data stream;  

 support two-channel digital oscilloscope with bandwidth up to 100 MHz. 

 

The research conditions were as follows: 

 working liquids: NaCl solution in deionised water 30 g/dm3, deionised water 

with conductivity <0,1μS/m and tap water; 

 applied temperature: 293 +/- 1 K; 

 size of the gap between the oscillator and the sensor membrane: 5 mm; 

 Electrochemical conditions: open circuit potential (OCP), forced anode and 

cathode polarisation: +/- 1V; 

 amplitude (peak-to-peak) ranged from 25 to 124 µm and respectively power 

density showed in table 1 [15]. 

Tab. 1. Dependencies amplitude – power density [15] 

amplitude (µm) 20 50 75 100 124 

power density (kW /m2) 0.24 5.4 22.6 55.9 102 
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Fig. 2. Layout of the laboratory stand. Legend: 1. Work cell, 2. Ultrasonic oscillator, 

3. Specimen holder with specimen or with pressure sensor 4. Ultrasonic processor Sonics 

VCX-500, 5. Potentiostat Elpan EP-20a, 6. Dual-channel oscilloscope, 7. Charge coupled 

preamplifier Brüel & Kjaer type 2635, 8. A/D converter Advantech PCI-1714 

3. Signal recording and analysis 

The collected data sets were recorded by means of the A/D Advantech PCI-

1714 converter with 12-bit resolution and sampling frequency of 1 MHz. The 

applied sampling frequency allowed to obtain synchronous sampling up to 50 

samples per period of oscillations, assuming the periodic nature of measured 
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signals. Due to limited software compatibility, the main data stream was recorded 

in text files, with accuracy to 5 decimal places, 0.01 mV for the 1V range, which 

was also adjusted to the 12-bit resolution of the converter.  

The obtained data files, size from 5 to 10 MB, are two main classes of signals 

stored in the form of a four-column array and were subjected to numerical analysis 

off-line. These classes are: 

 electrochemical signals obtained from the Uw-ref and U(i) potentiostat 

outputs;  

 pressure signal acting on the membrane surface of the piezoelectric 

transducer. 

During electrochemical measurements in vibratory cavitation conditions, 

oscillations of potential and anode current, disturbing periodical nature of 

measured signals were observed on the oscilloscope screen (figure3).  

 

 

Fig. 3.  Typical raw signals of anode circuit current in the presence of cavitation. 

Amplification of current – potential converter: 10 mA/V, time base 100 μs, duration time of 

oscillogram recording: 2 s 

Together with mentioned disturbances, acoustic effects typical for cavitational 

phenomena were observed. Preliminary analysis of recorded electrochemical 

signals allowed to state that they were superposition of:  

 constant or slowly varying component (with time constant of several 

minutes), related with a bias potential of the working electrode, and 

corresponding to the value of anode current in static conditions (steady state) 

without cavitation and variations of period are at least 10 time longer than 

period of basic wave caused by macroscopic pulsation of cavitation cloud; 

 periodic component with a frequency of 20 kHz, corresponding to liquid 

oscillation in the gap between the electrodes and forced by oscillator, herein 

called the fundamental wave, 
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 fast varying component of a complex structure with a dominating aperiodic 

term; characterised by irregular distortions of the fundamental wave, where 

duration time of the distorting pulse can be estimated as one-fourth of the 

fundamental wave period, i.e. 12 μs. 

3.1. Signal processing methods 

During the experiment, in order to identify properties of particular 

components, three variants of measured signals processing were implemented: 

 classic low-, high- and band-pass filters, applied in the analogue part of 

measuring system in order to suppress slow-varying and periodic 

components in real time; 

 digital off-line signal processing using the sequence: FFT- removal of 

unwanted components of spectrum – IFFT; 

 digital filtration, aimed at spectrum sectors, with particular consideration of 

median filter. 

Efficiency of analogue filtration was found to be unsatisfactory due to random 

variation and aperiodicity of the distorting impulses. In multiple cases, together 

with the suppression of periodical signal, also fast-variable aperiodic pulses were 

attenuated. 

Filtration combined with spectral analysis gives satisfactory results when the 

disturbance term is periodic. In the analysed case, aperiodicity of disturbances 

implied problems with the choice of effective masks intended to eliminate selected 

harmonic components, which is implied by properties of global FFT-based filters, 

operating on data sets of great size (multiplicity). Global selection of masks often 

leads to elimination of disturbances together with significant components of the 

fundamental wave. 

Median filtration of the one-dimensional signal is performed by finding the 

value of median in a relatively narrow time window of a given width, determined 

as 2M-1 samples, where M denotes the filter range (figure 4.A). The advantage of 

such filters is high efficiency in detection and suppression of disturbances of 

random nature. The negative feature is significant delay of signal, impeding the 

use of such filter in on-line mode [13]. 

In the studied case a median filter was applied, based on set of samples taken 

in successive periods, and corresponding to the same phase angle of undisturbed 

fundamental wave (figure 4.B) . 

Recorded Uw-ref and U(i) signals were subjected to median filtration with 

filters of 2nd to 6th order. It was found that: 

 filters of 3rd and 4th order have small selectivity in comparison with higher 

order filters, 

 filters of 4th and 5th order have significant enhancement of selectivity and 

fidelity of signal reconstruction, 
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 increasing the filter order (over 6th) causes risk of losing sampling 

synchronism (e.g. due to generator frequency drift) and generation of artifacts 

at the ends of time-domain window and introduce greater delays. 

For reasons mentioned above, the filter of 4th order was chosen as optimal. 

3.2. Analysis of electrochemical signals 

The fundamental wave was extracted from the raw signal (figure 5A) by means 

of the 4th order median filter (figure 5.B). The difference between the 

reconstructed fundamental wave and the raw signal is defined as a disturbance 

signal (figure5.c). 

Similar properties were observed for Uw-ref and U(i) signals. The disturbance 

signal consists of: 

 main pulses in some cases aperiodic, with amplitude range comparable with 

the fundamental wave amplitude, and duration time of about 10 μs. The pulse 

sign has a random character; 

 pulses preceding the main pulse are of a significantly smaller amplitude and 

duration time of 3 μs; 

 pulses following the main pulse have a shape of significantly damped 

oscillations with a period of 10 to 12 μs. 

Due to the physical nature of the phenomenon and geometrical features of the 

cell, the current impulses may have multiple characteristics: 

1. movement of the positive charge package to the surface of the auxiliary 

electrode (positive – up); 

2. movement of the negative charge package in the direction of the auxiliary 

electrode (negative – up); 

3. movement of the positive charge package in the direction of the working 

electrode (positive –down);  

4. movement of the negative charge package in the direction of the working 

electrode (negative – down). 

 

The first and fourth classes give a positive current signal, whereas the second 

and third a negative current signal, respectively (figure 5 C).  

In relation to the model of concentration of positive charges on the particle-

liquid and bubble-liquid interface, the 3rd class of charge movement, i.e. the 

positive charge package movement towards the working electrode surface, was 

considered to be the most important. 

The first and fourth classes give a positive current signal, whereas the second 

and third a negative current signal, respectively (figure 5 C).  

In relation to the model of concentration of positive charges on the particle-

liquid and bubble-liquid interface, the 3rd class of charge movement, i.e. the 

positive charge package movement towards the working electrode surface, was 

considered to be the most important. 
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A. 

 

B. 

 

Fig. 4. Third-order filter if = f (i), A. General case of third-order filter, when Ts denotes 

sampling time, B. Third-order filter for periodic signals 
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Fig. 5. Examples of recorded and computed waveforms of Uw-ref potential variations 

(generated in Scilab environment). From top to bottom: A. raw signal, B. reconstructed 

fundamental wave , C. disturbance signal defined as A-B, a clearly visible pulse of reversed 

polarisation 
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Waveforms of the absolute value of disturbance signal qualitatively shows 

a considerable structural similarity to waveforms of pressure changes recorded by 

means of piezoelectric sensors for identical conditions of cavitational load at the 

same laboratory stand (figure 6 ). This similarity is particularly evident in the 

range of basic series of pulses, duration time of main pulse, as well as the presence 

of preceding pulses. 

 

 

Fig. 6.  Example pulse pressure variations in the conditions of cavitation [15] 

 

Because qualitative relationship with pressure pulses and electrical signals 

variations is beyond doubt, an attempt to describe the quantitative relationships 

between two types of signals was taken under.  

In the preliminary phase of the analysis, the identification of pressure pulses 

acting on the membrane was carried out. This was done in the Dasylab program, 

using Pre-post Trigger and Relay modules. The level of discrimination, length of 

the time window and anticipation of the beginning of the time window were used 

as variable parameters. If a pulse was identified, descriptor 1, written in the fourth 

column of the matrix, was assigned to a sequence of signals belonging to it. The 

assignment to time interval corresponding to identified pulse the logical variable 

value, determining membership of a time window being a subject of analysis of 

the correlation of signals (figure 7 and figure 8). After determining the most 

favourable values of pulse identification parameters, this stage was realised in 

Matlab program, without a preview of pulse identification in real time. 
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Fig. 7. Qualitative identification (green) of pressure pulse (red) by assumed discrimination 

level (black), performed in Dasylab software 

 

The processing of electrochemical signals, realised in Scilab and/or Matlab 

software, included: 

1. Median filtration of electric potential variations signal in order to separate 

disturbing component 

2. Reversing and amplification of signal of potential variations 

3. Elimination of constant components and cutting negative values of pressure 

and potential off 

4. Analysis of mutual correlation between signals of pressure and potential and 

determination of Pearson coefficient Rxy for the particular time windows. 

 

The general analysis was carried out for the value of levels of discrimination 

from 4 to 20 MPa and for the width of the time window between 5 and 50 µs. It 

was found, that the correlation coefficient Rxy varies from 0.2 to above 0.8. An 

increase in the threshold of discrimination was meant to eliminate the phenomena 

accompanying to pressure pulses (or more accurately, their elements defined as 

main pulse). Narrowing the time window resulted in elimination from the analysis 

the preceding pulses and secondary pulses. In both cases, the increase in the 

coefficient value Rxy even above 0.9 was observed. This indicates the significant 

dependence of electrochemical effects of components related to higher pulse 

energy. Deviations of peaks maxima location on the time axis, after taking into 

account delays in signal paths, are lower than 1 s. 
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Fig. 8. An example of time windows (blue) and pressure and potential curves (respectively 

green and red) selected for correlation analysis (discrimination level D = 4 MPa, time widow 

width 25 µs) 

However, a momentary change of potential and current were also observed, 

which can not be directly associated with changes of pressure. The peaks caused 

by changes are approx. 30% peaks, extracted from raw signal. This is largely due 

to the division of electrochemical impulses into four classes, with only two of 

them being important, associated with implosions near the surface of the pressure 

transducer diaphragm, as described above. Moreover, due to the relatively large 

distance between the face of the inductor and the transducer diaphragm, it is 

possible to register packages of charges reaching these surfaces, but the pressure 

impulse was no longer recorded as a result of its dissipation. One of explanation 

includes geometric characteristics of the laboratory stand in which the cavitation 

cloud is not free, therefore different kinds of interference between current and 

reflected waves are possible. 

Basing on analysis of variations in potential and anode current, the following 

can be expressed: 

1. The decisive parameter for amplitude of variation in difference of potentials 

between working and reference electrodes is an energy of cavitational 

influence, being function of exciters oscillation amplitude and width of gap 

between exciter and working electrode. 

2. Peak-to-peak amplitudes reaching 200 mV were recorded for the 

demineralised water with conductivity in range of 0.1 µS/m. These results are 

consistent with the references [4, 5]. Simultaneously with increase in 

conductivity of tested environment, decrease in amplitude of potential pulses 

was observed, associated among others with the presence of significant 

amounts of anions in solution. 
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3. A factor of an influence on pulse sign can be presence of bubble implosion in 

neighborhood of both working and auxiliary electrodes. The packets of 

positive charges are moving in opposite directions, and mentioned direction 

determines pulse sign. 

4. The decisive influence on the amplitude of the anode current change has an 

electrical conductivity of environment and subsequently, cavitational load with 

related potential oscillations. In conditions of demineralised water the 

amplitude of the current density changes, was immeasurable small, in the tap 

water was reached to 0.01 mA/cm2, and in brine even to 50 mA/cm2. 

4. An analysis of the results 

At first stage of measurements no correlation between the forcing potential and 

the amplitude of disturbing potential was found, contrary to the existing 

correlation between the amplitude of exciter oscillations and the amplitude of 

fundamental wave, as well as peak-to-peak amplitudes of raw and disturbance 

signals. In the range of cavitational load used during the research, the mentioned 

dependences can be described with polynomials of 1st or 2nd degree. 

Variations of pulse sign are caused by properties of the environment i.e. 

electrolyte, in which positive and negative ions exist. Cavitation bubble implosion 

in the electrolyte is accompanied by mechanical transfer of ion packet of random 

composition. The resulting pulse sign is dependent on the sign of ions dominating 

in the packet. 

According to models of interphase zeta potential [16,17], a concentration of 

positive charges exists on the external surface of particle or bubble. This 

phenomenon is independent of the value of forcing potential in an open circuit 

condition (OCP), studied by Chincholle [18], which explains why a majority of 

observed pulses has positive sign. Negative pulses were observed mainly in an 

NaCl solution. The domination of pulses with the positive sign causes temporary 

(up to 5 s) inversion of system polarisation, and stimulates hydrogen absorption 

at the electrode surface, regardless of the potential, forcing the anodic nature of 

the electrode. 

Taking into account a close relationship between the location of potential and 

current pulses on the axis of time, and the fact that the amplitude of current pulses 

is dependent on liquid conductivity, the following analysis will focus on 

relationships between pressure and potential. 

It is worth noting that the statistical distribution of potential and current pulses 

may differ significantly from the distribution of the amplitudes of pressure pulses. 

As shown in references, mechanical movement of portions of electrical charges 

(ions packets) by the action of microjets and cavitation waves is possible [2]. Ion 

packet composition is another parameter being a statistical variable. Despite the 

fact that the expected value of this variable is zero, local fluctuations of 

concentration at the molecular level are possible [20]. In strong electrolytes it 
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leads to the observed variability of sign and value of the resultant charge, carried 

by a microvolume of liquid, accelerated by the cavitational pulse. Under forced 

polarisation conditions, a momentary reversal of the system polarity may occur. 

Presence of a large number of current and potential pulses should be also 

considered, even though seemingly not related to pulses of pressure which are 

associated with far implosions and do not give a clear mechanical effect, although 

they carry a significant electrical charge. 

However, an instantaneous change of the potential and current was also 

observed, which cannot be directly associated with changes in pressure. Peaks of 

these changes account for about 30% of peaks that are separated from raw signals. 

A possible explanation of their presence are geometric characteristics of the 

applied laboratory stand, in which a cavitational cloud is not a free cloud. 

Therefore, interference of a different kind is possible between incident and 

reflected waves. The amplitude of pressure changes may be within the limits 

specified for the cavitation noise [15], but due to relatively greater mass of the 

moved liquid, amplitudes of current variations may go beyond this range. 

Amplitudes of potential variations can reach values conforming to the Chincholle 

model [18]. 

Analysis of the correlation between signals of pressure and potential indicates 

that there is no significant delay between enforcement (pressure variations) and 

response (variations of potential and current). The high compliance of pulses 

position is obtained when the analysis is performed inside a time window not 

longer than 15 s, corresponding to pressure pulses. This relationship was 

observed regardless of electrochemical conditions, but it is mostly qualitative. An 

obstacle in determining a quantitative relation is the highly variable and 

unpredictable composition of an ion packet. 

Pulses of positive sign potential (cathodic polarisation) are present regardless 

of electrochemical conditions, wherein the probability of their occurrence 

increases with an increase in the cathodic character of forcing potential. A large 

number of such pulses also occur by forced anodic polarisation. It is, therefore, 

possible to instantaneously reverse the polarity and hydrogen absorption at the 

object which nominally is the anode. 

The results of the analysis of electrochemical signals make up a basis for 

planning and execution of an experiment, which will confirm directly the 

independence of hydrogen absorption from electrochemical conditions in the 

presence of cavitation [21]. 

5. Conclusions 

The applied filtration method is highly effective and adaptive.Thanks to the 

use of median filter, the kernel of which is a set of points corresponding to the 

same phase angle, it is possible to isolate signal disturbances difficult to isolate by 

other methods. 
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High compatibility of the “positive – down” group signals with pressure pulses 

indicated the possibility of mechanically forced hydrogen absorption in cavitation 

conditions in liquids containing hydrogen or hydronium ions, regardless of other 

electrochemical conditions. 
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