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Abstract. Software testing is an integral part of software engineering. Lack of 
testing often leads to disastrous consequences including loss of data, fortunes, 
and even lives. In order to ensure software reliability, many combinations of 
possible input parameters, hardware/software environments, and system       
configurations need to be tested and verified against for conformance. Due to   
costing factors as well as time to market constraints, considering all exhaustive 
test possibilities would be infeasible (i.e. due to combinatorial explosion    prob-
lem). Earlier work suggests that pairwise sampling strategy (i.e. based on two-
way parameter interaction) can be effective. Building and complementing ear-
lier work, this paper discusses an efficient pairwise test data generation strategy, 
called IRPS. In doing so, IRPS is compared against existing strategies including 
AETG and its variations, IPO, SA, GA, ACA, and All Pairs.  Empirical results 
demonstrate that IRPS strategy, in most cases, outperformed other strategies as 
far as the number of test data generated within reasonable time. 

1   Introduction 

Software testing is an integral part of software engineering. Lack of testing often 
leads to disastrous consequences including loss of data, fortunes, and even lives. To 
ensure acceptable quality and reliability, many combinations of possible input pa-
rameters, hardware/software environments, and system configurations need to be 
considered and verified against for conformance. This consideration often leads to 
combinatorial explosion problem. Given limited time and resources, it is often impos-
sible to exhaustively consider all of these combinations. Thus, a sampling strategy is 
needed to select a subset of these combinations in a systematic manner. 

Earlier work suggests that pairwise sampling strategy (i.e. based on two-way pa-
rameter interaction) can be effective to uncover between 60 to 80 percent of faults [9] 
[10]. Here, any two combinations of parameter values are to be covered by at least 
one test [2]. Building and complementing earlier work, this paper proposes and im-
plements an efficient pairwise test data generation strategy, called IRPS. In doing so, 
IRPS is compared against existing strategies consisting of AETG [2] and its variations 
[4], IPO [12], SA [15], GA [15], ACA [15], and All Pairs [16]. Empirical results 
demonstrate that IRPS strategy, in most cases, outperformed other strategies as far as 
the number of test data generated within reasonable time.   
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2   Related Work 

Existing strategies can be categorized into two dominant approaches, that is, algebraic 
approaches or computational approaches [10].   

Algebraic approaches construct test sets using pre-defined rules. Most algebraic 
approaches compute test sets directly by a mathematical function [10].  Thus, the 
computations involved in algebraic approaches are typically lightweight, and in some 
cases, algebraic approaches can produce the most optimal test sets. However, alge-
braic approaches often impose restrictions on the system configurations to which they 
can be applied [10] [18]. In a nut shell, algebraic approaches are often based on the 
extensions of the mathematical methods for constructing orthogonal arrays (OA) [1] 
[14], and covering arrays (CA) [8] [19].  Some variations of the algebraic approach 
also exploit recursion in order to permit the construction of larger test sets from 
smaller ones (see reference [17]). 

Unlike algebraic approaches, computational approaches often rely on the genera-
tion of the all pair combinations.  Based on all pair combinations, the computational 
approaches iteratively search the combinations space to generate the required test case 
until all pairs have been covered. Unlike algebraic approaches, the computational 
approaches can be applied to arbitrary system configurations. Nevertheless, in the 
case where the number of pairs to be considered is significantly large, adopting com-
putational approaches can be expensive due to the need to consider explicit enumera-
tion from all the combination space.  

Adopting the computational approaches as the main basis, an Automatic Efficient 
Test Generator (or AETG) [2] and its variant (AETG2), employs a greedy algorithm 
to construct the test case, that is, each test covers as many uncovered combinations as 
possible. Because AETG uses random search algorithm, the generated test case is 
highly non-deterministic (i.e. the same input parameter model may lead to different 
test suites [7]). Other variants to AETG that use stochastic greedy algorithms are: GA 
(Genetic Algorithm) and ACA (Ant Colony Algorithm) [15]. In some cases, they give 
optimal solution than original AETG, although they share the common characteristic 
as far as being non-deterministic in nature.  

In Parameter Order (IPO) strategy [11][12], builds a pairwise test set for the first 
two parameters. Then, IPO strategy extends the test set to cover the first three pa-
rameters, and continues to extend the test set until it builds a pairwise test set for all 
the parameters. In this manner, IPO generates the test case with greedy algorithms 
similar to AETG. Nevertheless, apart from deterministic in nature, covering one pa-
rameter at a time allows the IPO strategy to achieve a lower order of complexity than 
AETG. All Pairs strategy (i.e. downloadable tool) appears to share the same property 
as far as producing deterministic test cases is concerned although little is known about 
the actual strategies employed due to limited availability of references [16][ 6].    

As far as other non-greedy strategies are concerned, some approaches opted to 
adopt heuristic search techniques such as hill climbing and simulated annealing (SA) 
[18]. Briefly, hill climbing and simulated annealing strategies start from some known 
test set. Then, a series of transformations were applied (starting from the known test 
set) until an optimum set is reached to cover all the pairwise combinations [18].  
Unlike AETG and IPO, which builds a test set from scratch, heuristic search tech-
niques can predict the known test set in advance. As such, heuristic search techniques 
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can produce smaller test sets than AETG and IPO, but they typically take longer time 
to complete [10].   

3   The Proposed Strategy 

Strategizing to construct minimum test set from the exhaustive test space is a NP-
complete problem [11], that is, it is often unlikely that efficient strategy exists that can 
lways generate optimal test set (i.e. each interaction pair is covered by only one test). 
Additionally, the size of the minimum pair wise test set also grows logarithmically 
with the number of parameter and quadratically with the number of values [2]. Moti-
vated by such a challenge, we have opted to develop IRPS as a research vehicle to 
investigate efficient strategy and data structure implementation to generate optimal 
pairwise test set that can eventually be generalized for higher order interactions. 
Adopting the computational approaches as its basis, the IRPS strategy for generating 
pairwise test data set takes the following steps: 

• Step 1: Generates all pairs and store them into compact linked list called Pi. 
• Step 2: Search the Pi list and take the desired weight of the candidate case as a 

test case then delete it from the Pi list. 
• Step 3: repeat step 2 until the Pi list is empty. 

As indicated above, the generated pairs are stored in compact linked list called Pi, 
which is a linked list of linked lists. For a test set with N parameters, the Pi list con-
tains (N-1) linked list. Each linked list contains nodes equal to the number of values 
defined by its parameter as well as an array of linked list that represents the pair of all 
other variables in the next linked lists.  

To understand how the Pi list works, consider a 4 3-valued parameters system, A = 
{a0,a1,a2}; B = {b0,b1,b2}, C = {c0,c1,c2}, and D {d0,d1,d2}. In this example, we 

have 23
2

4
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
 = 54 possible pairs of combinations.  

Table 1. Pi Linked list for storing combination pairs for 4-3 valued parameters 

a 0
    b 0 b 1 b 2
    c 0 c 1 c 2
    d 0 d 1 d 2

b 0
    c 0 c 1 c 2
    d 0 d 1 d 2

c 0
    d 0 d 1 d 2

a 1
    b 0 b 1 b 2
    c 0 c 1 c 2
    d 0 d 1 d 2
a 2
    b 0 b 1 b 2
    c 0 c 1 c 2
    d 0 d 1 d 2

b 1
    c 0 c 1 c 2
    d 0 d 1 d 2

b 2
    c 0 c 1 c 2
    d 0 d 1 d 2

c 1
    d 0 d 1 d 2

c 2
    d 0 d 1 d 2

 ( i n d e x )  i = 0                   i = 1                       i = 2
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In this case, the complete Pi linked list can be visualized as in Table 1 given ear-
lier. Node a0 with the pairs linked list array contains the following pairs (<a0,b0>, 
<a0,b1>, <a0,b2>, ……………,<a0,d2>). Here, this list contains only pairs that are 
based on a0. Similarly, the same observation can be seen with other nodes in the lists.  
The significant of such arrangement is the fact that less storage unit is required as 
compared to storing all pairs in clear pairwise combinations.  Considering the afore-
mentioned example and assuming each variable takes a unit of storage, then arranging 
in clear pairwise combinations would require (54*2=108) storage unit. Using similar 
calculation, adopting our arrangement strategy requires merely 3+(3*9)+3+(3*6)+ 
3+(3*3)=33 storage unit. 

To describe the IRPS strategy in details, it is necessary to define a number of ter-
minologies. The weight of the candidate test case is defined as the number of pairs 
that are covered by that candidate. For example, the test case combination of 
a0b0c0d0 covers the pairs (<a0,b0>,<a0,c0>,<a0,d0>,<b0,c0>,<b0,d0>, and <c0,d0>) 
and the variables b0,c0,d0 in node a0, c0,d0 in node b0, and finally d0 in node c0 , so 
its weight=6. The maximum weight, wmax, for N parameters can be calculated by the 
following: 

wmax= N*(N-1)/2 

Here, if N=4, then wmax=4*3/2=6. The miss variable is defined as the difference 
between the maximum weight and the weight of the candidate test case. The intersec-
tion of node in the list i with the list (i+1) is defined as the intersection between the 
node and all nodes given by the first row. IRPS strategy constructs a double linked list 
that stores the original i node and the intersection with the second node in i+1 list, as 
well as the rest of the nodes. If the first row in the pairs array is empty, the intersec-
tion process will be performed with all values of the nodes in the next list and the 
miss variable is reduced by one (if miss>0). Otherwise, the intersection process will 
be terminated and the iteration moves to the next node. The candidate test case is 
obtained by taking the node value in each node in the doubly linked list.  For the last 
node, the candidate test case takes the current value and the first element in the pair 
array.  The candidate test case is taken as a test case only if its weight satisfies the 
desired weight criteria. If not, the intersection process will continue with the other 
nodes in the list (by deleting the last node in the doubly linked list and replace it with  

 
for (i=0;i<N-;i++) // i is the index of pi list 
 begin    //start the search with maximum weight  
  w=N(N-1)/2; 
  while (list(i) is not empty 
   begin 
      if (there exist candidate test case  from the intersection of  a node in ith List    
         with the remaining i+1 ,…,N-1 Lists)  
        delete the test case from pi list; 
     else //not find a test case with the desired weight so : 
        w--; //decrease the weight 
  end 
end 

Fig. 1. The search algorithm 
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the intersection with next node in the list, or when there is no next node in the list, the 
strategy will delete the last two nodes and continue with the iteration). In other words, 
the intersection process goes horizontally when the target weight is not found and 
grows vertically in recursive fashion. Finally, the delete operation operates by delet-
ing each variable (if they exist) in each node.  

Figure 1 depicts the search algorithm for the proposed IRPS strategy. Here, the al-
gorithm is terminated whenever the Pi list is empty in order to guarantee that all pairs 
are covered and each pair only appears at most once in the final generated test cases 
(i.e. to achieve optimum solution). 

4   Evaluation 

Our evaluation has two main goals. Firstly, we want to investigate the growth in the 
size of the test sets generated by IRPS strategy, as well as the time taken to produce 
those test sets based on the given number of parameters and values. Secondly, we 
want to compare the performance of IRPS against existing tools particularly in terms 
of the size and the time taken to produce the test sets. To perform the evaluation, we 
have applied IRPS to three series of system configurations. In the first series, the 
number of parameters (p) and the number of variables (v) are equal to each other, the 
numbers(n) are (2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 and 16) respectively. In the second 
series, the number of parameters is fixed to be 5, and the number of variables is varied 
from 2 to 10.  

Table 2. Results for n=2 to 11 n n-valued parameters 

Case Name

n=p=v
size

time

CA1 CA2 CA3 CA4 CA5 CA6 CA7 CA8 CA9 CA10

2
4

<0.001

3
9

<0.001

4
16

0.011

5
25

0.015

6
44

0.087

7
49

0.034

8
64

0.077

9
116

240.2

10
149

16.35

11
121

0.121
 

Table 3. Results for 5 parameters with 2 to 10 values 

Case Nam e

value(v)
size

tim e

CA11 CA12 CA 13 CA 14 C A15 CA 16 CA17 CA18 CA19

2
6

0.01

3
12
0.015

4
16

0.016

5
25

0.015

6
44

0.077

7
49

0.057

8
78

0.133

9
96

0.178

10
114

0.184  

Table 4. Results for 2 to 10 parameters with 5 values 
p

Case Name

parameter(p)
size

time

CA20 CA21 CA22 CA23 CA24 CA25 CA26 CA27 CA28

2
25

0.053

3
25
0.054

4
25

0.114

5
25

0.015

6
25

0.031

7
37

0.32

8
41

0.78

9
44

1.45

10
45

1.928
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Tables 2, 3 and 4 show the experimental results for the three series of system con-
figurations respectively. The columns in the three tables are self-explanatory. Note 
that the execution times are shown in seconds, and all the results were collected using 
a laptop running Windows Vista with 1.6GHZ CPU and 512 MB memory. The entire 
tool is implemented using Java Development Kit 1.4 (JDK1.4) platforms.  

For pairwise interaction, the optimal size can be viewed as the product of the two 
maximum numbers of variables. This observation can be seen in the case of CA1, 
CA2, CA3, CA4, CA6, CA7, and CA10 from Table 2. Similar observation can be 
seen in the case of CA13, CA14, and CA16 from Table 3. The generated test case is 
also minimal in size, as depicted in CA20, CA21, CA22, CA23 and CA24 from Table 
4 respectively. Here, we conclude that the size of generated test case depends linearly 
on the optimal size of the generated test case.   

As far as execution time is concerned, we observe that the execution time is sig-
nificantly independent on the number of parameters and values when the size is not 
minimal. This is due to the nature of the algorithm that generates the heavy weighted 
test case first, deletes them from the Pi list, and then searches again for the uncovered 
pairs.  In this way, the size of the generated test case and the execution time depend 
on the phenomena of greedy algorithm rather than the number of parameters and 
values.  

We observe that the size and execution time of CA9 (10 10-valued parameters) is 
greater than CA10 (11 11-valued parameters), according to Table 2, and the size of 
CA7 (8 8-valued parameters) is greater than CA17 (8 5-valued parameters) according 
to Tables 2, and 3 respectively. Here, we conclude that the behavior of IRPS is unpre-
dictable in term of the execution time due to the exhaustive search nature when drift-
ing from optimal size, but running the test case generator produces the same test set 
on every case (thus,  IRPS strategy is deterministic). 

As for comparison, we have identified the following existing strategies that support 
pairwise testing: AETG [2] [3], AETG2 [15] [5], IPO [12], SA [15], GA [15], ACA 
[15], and All Pairs tool [16]. We consider eight systems namely; S1: 3 3-valued pa-
rameters, S2: 4 3-valued parameters, S3: 13 3-valued parameters, S4: 10 10-valued 
parameters, S5: 10 15-valued parameters, S6: 20 10-valued parameters, S7: 10 5-
valued parameters, and S8: 1 5-valued parameters, 8 3-valued parameters and 2 2-
valued parameters. The system configurations are: AETG2 & SA: C++, Linux, Intel P IV 
1.8 GHZ; IPO: Java, Windows 98, Intel P II 450 MHZ; CA, & ACA: C, Windows XP, P IV 
2.26 GHZ; AllPairs: Perl, Windows Vista, P IV 1.6 GHZ, 512 MB RAM; and IRPS:  Java, 
Windows Vista, P IV 1.6 GHZ, 512 MB RAM. 

Table 5 shows the size of the test set generated by each strategy, and Table 6 
shows the execution time for each system. All the problem instances and data for the 
existing strategies are taken from [12], [15], and [5] except for All Pairs tool (avail-
able freely, which we run side by side with our tool). Entries marked with NA are 
data that are not available in these papers. 

Referring to Table 5, IRPS always generate smaller test cases than ALL Pairs and 
in some cases generates less (i.e. S4, S5, S6, and S7) or equals to that of IPO (i.e.S2, 
S3). IRPS also generates less the cases compared to AETG2 (except S6), GA and 
ACA (except S8).  While IRPS outperformed AETG in S8, AETG outperformed 
IRPS in S3, and S6. Finally, SA outperformed IRPS (in S3, S6, and S8). Unlike 
AETG, AETG2, GA, ACA and IRPS; SA does not have the practical advantage of the 
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Table 5. Comparison on the size of the test set generated by existing strategies 

S ystem

S1
S2
S3

A E T G A E T G 2 IPO SA G A A C A A ll Pa irs IR P S

N A
9

15

N A
11
17

N A
9

17

N A
9

16

N A
9

17

N A
9

17

10
10
22

9
9

17
S4
S5
S6
S7
S8

N A N A 169 N A 157 159 177 149
N A N A 361 N A N A N A 390 321
180 198 212 183 227 225 230 210
N A N A 47 N A N A N A 49 45
19 20 N A 15 15 16 21 17

 

Table 6. Comparison on the time taken to generate test set (in seconds) for existing strategies 

S y stem

S 1
S 2
S 3

A E T G A E T G 2 IP O S A G A A C A A ll P a ir s IR P S

N A
N A
N A

N A
N A
N A

N A
N A
N A

N A
N A
N A

N A
N A
N A

N A
N A
N A

0 .0 8
0 .2 3
0 .4 5

< 0 .0 0 1
0 .0 0 4
3 9 .2 3

S 4
S 5
S 6
S 7
S 8

N A N A 0 .3 N A 8 6 6 1 1 8 0 5 .0 3 1 6 .3 5
N A N A 0 .7 2 N A N A N A 1 0 .3 6 1 1 2 4
N A 6 0 0 1 N A 1 0 8 3 3 6 3 6 5 7 0 8 3 2 3 .3 3 2 1 3
N A N A 0 .0 5 N A N A N A 1 .0 2 1 .9 2 8
N A 5 8 N A 2 1 4 2 2 3 1 0 .3 5 2 .0 2

 
 

greedy algorithm as the implementation is not based on such an algorithm. Here, in 
the absence of the greedy algorithm, the construction of the test set can not utilize the 
useful property that the test case created earlier has more significant impact as far as 
the interaction coverage is concerned [15]. 

Admittedly, no fair comparison can be made in terms of execution time from exist-
ing strategies due to the differences in the computing environments, and the unavail-
ability of the open source code or executable code to run in our platform (with the 
exception of ALL Pairs tool). Nevertheless, as a general observation; we believe that 
the execution time for IRPS is still acceptable as compared to other strategies (see 
Table 6). Not considering the computing differences, IPO outperforms all other 
strategies. One reason may be that IPO employs deterministic algorithm and needs 
only one run. Thus, IPO requires much less time to execute than others. SA includes 
the time taken to find all sized test sets through binary search process, hence, requir-
ing more run time than others. In short, no strategies can clearly be dominant in all.  

To conclude, here in this paper, we propose a novel deterministic computational 
strategy for pairwise testing with efficient data structure for storing and searching 
pairs. Our initial evaluation results are encouraging particularly in terms of test suite 
size within acceptable execution time. As part as our future work, we are currently 
investigating a new parallel search algorithm for IRPS to be implemented under the 
GRID environment, supported by the USM GRID - Research University Grant. 
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