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ABSTRACT

The Quran is God's (Allah subhanah) universal and final message to humanity through his prophet
Muhammad peace and blessings be upon him (PBUH). This research aims to prove the distinct and
separate nature of the linguistic style of expression used in the Quran vs. the Hadith vs. Pre-Islamic
Poetry in Mecca during the prophet's era, known as the "Ten Hanging Poems". While all these sources
were all in Arabic language, we demonstrate that they are each distinct in their style of expression and
belong to separate authoritative sources. The prophet's (PBUH) style of natural language expression is
transmitted verbatim through his Hadith via each Hadith's trusted chain of narrations. While the Quran
is authored by Allah subhanah and transmitted to his prophet Muhammad PBUH through the angle
Jibreel (Gabrael) PBUH. This research will demonstrate the distinct and separate source of authorship
between the Quran, Hadith, and Pre-Islamic Poetry using an Artificial Intelligence deep learning model
of Long Short-Term Memory (LSTM) network. The Quran has 6236 verses, and we extracted Prophet's
words (PBUH) through 5181 Hadiths from Sahih Bukhari's book with verified trusted chain of
narrations, as well as used 858 lines of Pre-Islamic Poetry. For the Hadiths processed, we purposefully
avoided text not expressed by the prophet, including narration chain, expression by others, or quotes of
Quran verses.. We trained three different models Net21, Net20, Netl9 on 25%, 20%, and 15%,
respectively, of total 6236 Quran verses with randomized order of the verses so as to avoid bias of
model due to verse length. Similarly we trained the three models on the same percentage of available
text from the Hadiths, and Poems, and then tested each of the models on the residual 75%0, 80%, and
85%, respectively, of Quran verses, Hadiths, and Poems. Accurate classification of the three LSTM
Models of testing Quran verses was 98.58%, 98.95%, and 83.47% respectively. Accurate Hadith's
classification accuracy of the three LSTM Models 98.97%, 99.73%, and 99.59% respectively.
Accurate classification of the three LSTM Models for the Poems was 100%, 100%, 100%
respectively.

These results demonstrate the distinct nature of the expression style of authorship between the Quran,
the Hadith, and the Pre-Islamic Poetry leading to the conclusion that they are indeed from different
sources of authorship. This research results provides objective scientific proof that the Quran is not the
creation of the Prophet Muhammad (PBUH) but is from a divine source (Allah subhanah). It also
demonstrates that the Prophet's style of expression in his speech in the verified trusted Hadith was not
influenced by the Quran. It further demonstrates that the Prophet's style of expression was not
influenced by the Poetry style that was common in his era in Mecca where he grew. Finally, this
research demonstrates that the Quran did not follow the poetic style of expression common in the era of
Pre-Islamic Mecca, but rather was distinguished in its own class of expression style that fascinated and
attracted people to it as it was different from what they heard before in poetry.

These facts are also mentioned in the following 7 Quran verses that the Quran is not the creation of the
prophet Muhammad (PBUH) as falsely claimed by some people. It is also mentioned that the Prophet
was "not a poet” in 3 Quran verses.

Sura Verse
Chapter
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Table 1

Deep learning LSTM network models are suitable for this application of text comparison because of
their ability to hold memory states of text sequences and because they adapt well extracting key features
for classification via its state memory structure even in the presence of scarcity of input training data.
In this paper we will overview the structural properties of LSTM deep learning models, and the pre-
processing of Arabic language text into a numeric form accepted by the model for training and testing,
and finally we will demonstrate the results of the model application and review conclusions.

Keywords: Long Short-Term Memory Network, LSTM, Deep Learning Model, Quran, Hadith,
Text Classification.

1. Introduction

Al Deep Learning models are considered the most advanced algorithms for applications
requiring classification problems. They are adapted to process vast amount of multi-
dimensional datasets, and can extract features that are extremely difficult for humans to
identify, in order to use these features for classification of input data series into multiple
output classes. These models belong to supervised training classification where the model is
iteratively adapted to reduce an estimation error cost function by providing training datasets at
the input data layer, and adjusting the hidden (inner) network layers weights to minimize the
classification error on the output layer.

Deep learning models are objective and unbiased, they do not readily understand Arabic
language nor know the meaning of the words they are being presented with. Words presented
at input of the deep learning network are a sequence (time series) of letter strings that are
converted into a sequence of numeric values. Deep learning models examine the sequence of
letters presented in each word as well as the sequence of words in each input sentence which
embodies the style of expression of the author.

LSTM Networks are designed for applications where the input is an ordered sequence or time-
series of data. LSTM networks maintain state memory of previous inputs where information
from earlier data in the sequence may be important to the information that follows, often the
case in waveform signals or text time-series data. This is a prediction problem where given a
sequence of letters, it provides context to predict the following sequence of letters. LSTMSs can
be used to identify the authors of a text by learning their style of expression of language
during a training phase, and then evaluating during a testing phase new unknown test
sequences (sentences) to identify who the author is.
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2. Research Method: Approaches, Analysis and Results

LSTM is used for Sequence Classification. LSTM is a type of a recurrent network, that reuses
the output from a previous step as an input for the next step. The node performs a calculation
using the input and returns an output value. This output is then used along with the next
element as the input for the next step. In LSTM, the nodes are recurrent but they also have an
internal state as a working memory space where information is stored and retrieved over many
time steps. The input value, previous output, and internal state are all used in the node
calculation for outputs, and to update the state.

Input Sentence Letters

Sequence
Output Classification
Label:
Quran, Hadeeth
Fig. 2

Sequence Classification: We used LSTM to predict which author wrote a given sequence of
text. A single output class (author) for the whole input sequence (verse or sentence or line) The
LSTM will take a sequence as an input and calculate an output for each input element. Only
the last output is used to make a prediction (sequence to label classification).

Forty forms of Arabic alphabets were converted to numeric sequences to represent the verse or
sentence as a time-series (sequence) of numbers. The number 1 represents the presence of the
letter and O represents the absence of it.

All models training and inference was performed using Matlab Deep Learning Toolkit from
MathWorks, Inc (Natick, MA, USA) version 2022a. All models, source code, input data, and
output results can be downloaded from the following URL.:

https://drive.google.com/file/d/192CzTb-fVg5K-79AhdR _EXLYwB2srlkx/view?usp=sharing

To Convert Arabic text to numeric sequences

a) Combine Training set of Quran verses, Hadiths prophet's expressions, and Poem lines
sequences. The training set is comprised using a pre-determined percentage of the total
available text of 6236 Quran verses, 5181 Hadiths, and 858 Poem lines. The training set is
randomized for the order of sequences presentation to LSTM.

b) Perform training of LSTM until convergence and error reduction.

c) Combine Testing set of residual Quran verses, residual Hadith sequences, and residual
Poem lines, then randomize the order of sequence presentation to LSTM.

d) Perform testing using trained LSTM model and produce classification results as either
Quran or Hadith or Poem classes.

e) Compare results with the truth table to produce a result confusion map and %Accuracy.


https://drive.google.com/file/d/192CzTb-fVq5K-79AhdR_EXLYwB2srlkx/view?usp=sharing
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Fig. 3 Each Arabic alphabet is given a 1 if present of 0 if not in the sequential order of

letters in the words, and words in the sentence being converted.

Layers of the Bi-Lateral LSTM Network
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#ig. 5 Network Layers Structure

For training and testing the model, we used 6236 Quran verses (Hafs narration), 858 lines
of poems, and 5181 Hadith text processed from Sahih Bukhari's book with verified trusted
chain of narrations, extracting only the words expressed directly by the prophet PBUH for
use for the purpose of this research. For the Hadiths processed, we purposefully avoided
text not expressed by the prophet, including narration chain, expression by others, or some
quotes of Quran verses.

Each group of Quran and Hadith were each randomized in order, this is so we can avoid
bias of results with dominantly long strings at the beginning and dominantly short strings at
the end of the dataset.

We trained three different models Net21, Net20, Net19 on 25%, 20%, and 15%, respectively, of
total 6236 Quran verses with randomized order of the verses so as to avoid bias of model due to
verse length. Similarly we trained the three models on the same percentage of available text from
the Hadiths, and Poems, and then tested each of the models on the residual 75%, 80%, and 85%,
respectively, of Quran verses, Hadiths, and Poems. Accurate classification of the three LSTM
Models of testing Quran verses was 98.58%, 98.95%, and 83.47% respectively. Accurate Hadith's
classification accuracy of the three LSTM Models 98.97%, 99.73%, and 99.59% respectively.
Accurate classification of the three LSTM Models for the Poems was 100%, 100%, 100%
respectively

Model % of Quran & % of Quran Quran Hadith Poems b
Version Hadith & & Hadith & Classification Classification Classification of | of Hadith of Poem | of Quran | of of Poem
Poems used Poems % Accuracy % Accuracy % Accuracy Quran Training lines Verses Hadith lines
for Training used for Verses Training Testing Testing Testing
Testing Training
Net 21 25% 75% 98.58%, 98.97% 100% 1559 1295 214 4677 3906 644
Net 20 20% 80% 98.95%, 99.73%, 100% 1247 1036 171 4989 4145 687
Net 19 15% 85% 83.47% 99.59% 100% 935 777 128 5301 4404 730
Table 2
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The following demonstrates the training adaptation of the LSTM network with reduction of
error and improvement of classification up to 100% training accuracy and reduction of the

error loss cost function.
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Fig.6 Net21: Tra=ining on 25% of the Quran 6236 verses and Bukhari 5181 Hadith &
Hanging Poems 858 lines - reached 100% goal in training validation
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Fig.7 Net20: Training on 20% of the Quran 6236 verses and Bukhari 5181 Hadith &
Hanging Poems 858 lines - reached 100% goal in training validation
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Fig.8 Netl9: Trdining on 15% of the Quran 6236 verses of Bukhari 5181 Hadith &
Hanging Poems 858 lines - reached 100% goal in training validation

Results:

Training: 25%

Quran 99.93% Accuracy, N=1559
Hadith 99.92% Accuracy, N=1295
Poems 96.73% Accuracy, N=214
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Testing: 75%

Quran 98.58% Accuracy, N=4677
Hadith 98.97% Accuracy, N=3906
Poems 100% Accuracy, N=644
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Net21 Training and Testing Results Al Confusion Matrix
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Training: 20%

Quran 100% Accuracy, N=1247
Hadith 100% Accuracy, N=1036
Poems 96.49% Accuracy, N=171

Testing: 80%

Quran 98.95% Accuracy, N=4989
Hadith 99.73% Accuracy, N=4145
Poems 100% Accuracy, N=687
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Fig. 10 Net20 Training and Testing Results Al Confusion Matrix
Training: 15% Testing: 85%

Quran 100% Accuracy, N=935
Hadith 100% Accuracy, N=777
Poems 97.65% Accuracy, N=128

Quran 83.47% Accuracy, N=5301
Hadith 99.59% Accuracy, N=4404
Poems 100% Accuracy, N=730
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Fig. 11 ~ Net 19 Training and Testing Results Al Confusion Matrix

Quran / Hadith / Poem confusion results text table can be found in this file link:
https://drive.google.com/file/d/1kxnOIhPcNKBAlu4s6wvZdBSrVOP2Z iS/view?usp=sharing

3. Conclusions

Al deep learning models are typically data hungry requiring large amounts of data for training with
wide diversity in the input data and unbiased grouping to ensure fair representation of the input data
during training so they can perform adequately during testing. Typically 70-80% of the data is used for
training and 20-30% is used for testing. In this research we started with using only 25% of the data
used for training and the residual 75% used for testing. Model classification accuracy results were
~99%. Further reduction of training data volume down to 20% did not affect the results accuracy
significantly which demonstrates the robustness of the model against information scarcity. However,


https://drive.google.com/file/d/1kxnOIhPcNKBA1u4s6wvZdBSrVQP2Z_iS/view?usp=sharing
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reduction of training data volume down to 15% starts to demonstrate some sensitivity to training
information scarcity, given 3 classes of classification at the output layer: Quran, Hadith, and Poem.

The results also demonstrate the distinct expression style used in poems during the prophet's era in
Mecca vs. that of the Quran and vs. the Prophet's Hadith. The poems were identified with 100%
classification accuracy, while the Hadith's classification accuracy was >= 99% and the Quran's
classification accuracy was >=83%0-99%.

Hadiths in the confusion text of net21, net20, and netl9 models are a result of shared vocabulary
content common in the Quran. Some of the Quran confusion text was a result of Nourani letters
characterized by very short sequences of letters and a single word verses. These words resulted in
confusion text due to their very short length that is not sufficient to characterize well during
classification, and due to the randomized training data set did not including their example during the
training phase.

These results demonstrate the distinct nature of the expression style of authorship between the Quran,
the Hadith, and the Pre-Islamic Poetry leading to the conclusion that they are indeed from uniquely
different sources of authorship. This research results provides objective scientific proof that concludes
the Quran is not the creation of the Prophet Muhammad (PBUH) but is from a different source, that is
the divine source (Allah subhanah).

It also demonstrates that the Prophet's style of expression in his speech in the verified trusted Hadith
was not influenced by the Quran. It further demonstrates that the Prophet's style of expression was not
influenced by the Poetry style that was common in his era in Mecca where he grew for indeed he is not
a poet!.

Poetry was identified with strong 100%o classification accuracy in the three models, which demonstrate
its unique differentiation from the Quran and the Hadith. This research demonstrates that the Quran did
not follow the poetic style of expression common in the era of Pre-Islamic Mecca, but rather was
distinguished in its own class of expression style that fascinated and attracted people to it as it was
different from what they heard before in poetry.
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