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We develop the Newton-Kantorovich method to solve the system of 2 x 2 nonlinear Volterra integral equations where the unknown
function is in logarithmic form. A new majorant function is introduced which leads to the increment of the convergence interval.
The existence and uniqueness of approximate solution are proved and a numerical example is provided to show the validation of

the method.

1. Introduction

Nonlinear phenomenon appears in many scientific areas
such as physics, fluid mechanics, population models, chem-
ical kinetics, economic systems, and medicine and can be
modeled by system of nonlinear integral equations. The
difficulty lies in finding the exact solution for such system.
Alternatively, the approximate or numerical solutions can
be sought. One of the well known approximate method is
Newton-Kantorovich method which reduces the nonlinear
into sequence of linear integral equations. The the approxi-
mate solution is then obtained by processing the convergent
sequence. In 1939, Kantorovich [1] presented an iterative
method for functional equation in Banach space and derived
the convergence theorem for Newton method. In 1948,
Kantorovich [2] proved a semilocal convergence theorem
for Newton method in Banach space, later known as the
Newton-Kantorovich method. Uko and Argyros [3] proved
a weak Kantorovich-type theorem which gives the same
conclusion under the weaker conditions. Shen and Li [4] have

established the Kantorovich-type convergence criterion for
inexact Newton methods, assuming that the first derivative
of an operator satisfies the Lipschitz condition. Argyros [5]
provided a sufficient condition for the semilocal convergence
of Newton’s method to alocally unique solution of a nonlinear
operator equation. Saberi-Nadjafi and Heidari [6] introduced
a combination of the Newton-Kantorovich and quadrature
methods to solve the nonlinear integral equation of Urysohn
type in the systematic procedure. Ezquerro et al. [7] studied
the nonlinear integral equation of mixed Hammerstein type
using Newton-Kantorovich method with majorant principle.
Ezquerro et al. [8] provided the semilocal convergence of
Newton method in Banach space under a modification of the
classic conditions of Kantorovich. There are many methods
of solving the system of nonlinear integral equations, for
example, product integration method [9], Adomian method
[10], RBF network method [11], biorthogonal system method
[12], Chebyshev wavelets method [13], analytical method [14],
reproducing kernel method [15], step method [16], and single
term Wlash series [17]. In 2003, Boikov and Tynda [18]
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implemented the Newton-Kantorovich method to the follow-
ing system:

x(t) - J-t()h(t,r)g(r)x(r)drzo,
y(t

@)
Jﬂkaﬁﬂl—gﬁﬂxﬁﬁﬁzfaﬁ

¥

where 0 < t, <t < T, y(t) < t, and the functions h(t, 1),
kt, 1) € Cpy rixpe,rp f(8), g(t) € Cyy my> and (0 < g(t) < 1).
In 2010, Eshkuvatov et al. [19] used the Newton-Kantorovich
hypothesis to solve the system of nonlinear Volterra integral
equation of the form

x(t) - jt ht,7)x* (1)dr =0,
y(t)

t @
J k(t7) 2 (D) dr = £ (1),
)

(e

where x(¢) and y(tf) are unknown functions defined on
[tg,00), t, > 0, and h(t, 1), k(t,T) € Clt,,00]x[ty,00] f(t) €
Cit,,00]- In 2010, Eshkuvatov et al. [20] developed the modified
Newton-Kantorovich to obtain an approximate solution of
system with the form

x(t) - r H(t7)x" (1) dr = 0,

o 3)
J Kt t)x"(r)dr = f (1),

)

¥t

where 0 < t, < t < T, y(t) < t, and the functions H(t,
1), K(t,7) € Cpy oolxity,00)> S (£) € Cpy,00)> and the unknown
functions x(t) € Cliy00p Y1) € C[lto)m], y(t) < t.

In this paper, we consider the systems of nonlinear
integral equation of the form

x(t)-I()h(t,r)log|x(r)|dr=g(t),
y(t

, @
J )k(t,T)loglx(T)ldT =f@)),

y(t

where 0 < t, <t < T, y(t) < t, x(t) # 0, h(t, 1), h.(t,7),
k(t, ),k (t,7) € C(D) and the unknown functions x(t) €
Clto, T1, y(t) € C! [ty, T to be determined, and D = [t,, T] x
[to, T1.

The paper is organized as follows, in Section 2, Newton-
Kantorovich method for the system of integral equations (4)
is presented. Section 3 deals with mixed method followed
by discretizations. In Section 4, the rate of convergence of
the method is investigated. Lastly, Section 5 demonstrates the
numerical example to verify the validity and accuracy of the
proposed method, followed by the conclusion in Section 6.

Abstract and Applied Analysis

2. Newton-Kantorovich Method for the System

Let us rewrite the system of nonlinear Volterra integral equa-
tion (4) in the operator form

P(X)=(P,(X),P, (X)) =0, (5)

where X = (x(t), y(t)) and

t

PO =%~

h(t,7)log|x (T)ldt - g (1),
y(t)

(6)

t

P, (X) = J k(¢,7) log |x (1)) d — £ (£).

y(®)

To solve (5) we use initial iteration of Newton-Kantorovich
method which is of the form

P (Xp) (X - Xo) + P(X,) =0, (7)

where X, = (x,(t), y,(t)) is the initial guess and x,(t) and
y,(t) can be any continuous functions provided that f, <
y(t) < tand x(t) # 0.

The Frechet derivative of P(X) at the point X, is defined
as

P (X,) X

= (1im = [P (X +5%) - B (0]

lin})l [P, (X, +5X) - P, (X)]>
s—08
1
= <hm— [Py (xg + s, yp + sy) = Py (%05 )] »

s—>0s

1
lm})‘ [P, (xq + 5%, 5 +sy) = P, (%J’o)])

s—0s§
(5 OP, (xo, ¥o) 0P, (%9, )
= lim sx + sy
s—0 0x Jy

1 (0P
*3 (W; (xq + Osx, y, + Osy) s°x°
2

+ 2Baxla); (xq + 05, y, + Osy) s°xy

0°P
+ W; (x + Osx, yy + Osy) sy2>] ,
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lim ~ [aai (x> ¥o) sx +

s—0s

yz (Xo’ J’o) 4

2p
(aa 2 (xo + Osx, y + 8sy) s°x°

2

+Zap
0x0y

2

0°P.
+ a—22 (% + Osx, yy + Osy) sy2>]>

_ oP (xo’yo)x + oP, (Xo’)’o)
ox y 7

P, (xg, ¥o) 0P, (X, ¥p)
X+ y].
0x dy

(xq + 05X, y, + Osy) s°xy

(8)
Hence,

oP, oP,

ax (o) OV

(x9>¥0) X
P (X)X = ( ) 9
N ©)

0% l(xpy,)  OY

(x0%0)

From (7) and (9) it follows that

oP

™ (Ay (1)

(Ax (1) + il
ay (x9>¥0)

(x0,30)

=P, (x, (), 5, (1)),
(10)
oP,

ox

8]

(Ay (1))

(x9>¥0)

Bxe)+ 22
(x0>¥0) ay

=P, (x0 (1), 3o (1)),

where Ax(t) = x,(t) —x,(t), Ay(t) = y,(t) — y,(t), and (x,(2),
¥,(t)) is the initial given functions. To solve (10) with respect
to Ax and Ay we need to compute all partial derivatives:

oP,

1
= = lim - (P, (xo + sx, ¥) —

s—0s

Py (0, ¥0))
(x9>¥0)

= lim1 [sx ()

s—0s
t
- J h(t,7) (log |x, (1) + sx (7))
Yo(t)

- log|x, (7)]) dT]

X (T)

h
-0 Xo (T)

>

o],

% = hm

Jy SIS (P, (%95 yo + 57) = Py (%05 %))
(x0-¥0)

Yo(t)+sy(6)
J h(t,7)log|(x, (1))| dr

Yo(t)
= h(t, y, (1) log |x, (yo (1))] ¥ (8)
(11)
and in the same manner we obtain

aP2
ox

X (T)

Xo (T)

k(t 1)

>

Jt

(x0>¥0) Yo(t)
(12)

81 2

% =~k (t, yo () log |xo (3o ()] y (1)

(x0,%0)

So that from (10)-(12) it follows that

Ax (t) - Jt e 20,

Yo(t) Xo (T

+h(t, y, () log|x, (3o (1)) Ay (£)

J't
Yo(t)

r k1) 250 g,

Yolt) Xy (7)

h(t,7)log |x0 (T)l dr—x,(t)+g(t),
(13)

—k(t, yo (1) log |x, (3o (1))| Ay (£)
. Jt k(1) log |[x, (0)] dr + £ (1),
Yo(t)

Equation (13) is a linear, and, by solving it for Ax and Ay, we
obtain (x,(t), ¥,(¢)). By continuing this process, a sequence
of approximate solution (x,,(t), ,,(t)) can be evaluated from

P (X,)AX,, + P(X,,) =0, (14)
which is equivalent to the system

Ax,, (T) dr
X (7)

+h(t, yy (8))log|xy (3o ()| Ay, (£)

Axm(t)-r()h(t 7)
Yol

= J o h(t,7)log|xy (1) dT — x, (t) + g (1),
Yo (15)

Jt k(1) A%y, (7) dr

Yo(t) Xo (T

k(t, yo (1) log |xo (yo ()] Ay, (£)

th
Yo(t)

where Ax,,(t) = x,,(t)—x,,_, (t) and Ay, (1)
m=1,2,3,....

k(t,7)log |x0 (T)| dr+ f(t),

= Y)Y (1),



Thus, one should solve a system of two linear Volterra
integral equations to find each successive approximation.
Let us eliminate Ay(t) from the system (13) by finding the
expression of A y(t) from the first equation of this system and
substitute it in the second equation to yield

_ 1 t Ax (1)
0= 50 “yom hit.D) [ o ()

—[Ax @) + x4 (t) - g(t)]] >

+log |x, (T)|] dr

G(®) “t h(t,T)[A ((T) +log |, (T)|]d‘r

X
7o(0) Xy (T)

—[Ax®) +x,(t)— g (t)]]

_ Jt kit,r) 250 4
Yo(t) Xo (T)

- Jt k(t,7)log|xo (1) dt + f (1),
}’o(t)
(16)

where G(t) = k(t, y,(t))/h(t, y,(t)) and H(t) = 1/[h(t,
¥o(£)) log x4 (o (£))]], and the second equation of (16) yields

f Ax (1)

Ax (t) — Jyo(t) k, (t, 1) P T =F, (1), 17)
where
3 B k(t, 1)
ky(t,t)=h(t71) IOR
k(t,
60~ 120 k(e yo) #0 v < [T,
t t
Fy(t) = -[yg(t) k, (t,7)log |x0 (T)l dr—x,(t)+g (@) + %
(18)

In an analogous way, Ay, (t) and Ax,,(t) can be written in the
form

Ay, ()
_ LT A (1)
T H(®) [Lo(t)h(t, R X (T) ar
t (19)
| nnloglx, @] dr
Y1 (1)
—Ax,, () = Xy () +g @) |,
t A
Ax,, (f) - Lou) k, (t,7) ):'"( S) dr=F,  (t), (20)
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where
F, () = I Ky (t,0) log |, (0)] dr — x,,., (1)
Ym-1(t)
f 2
+ (t) + G_(t)

3. The Mixed Method (Simpson
and Trapezoidal) for Approximate Solution

At each step of the iterative process we have to find the
solution of (18) and (20) on the closed interval [t,, T']. To do
this the grid (w) of points t; = t, + ih, i = 1,2,3,...,2N,
h = (T'—t,)/2N is introduced, and by the collocation method
with mixed rule we require that the approximate solution
satisfies (18) and (20). Hence

f(t)
Axy (ty) = = to) + g (to) + , 2
X, (to) X (tg) + g (to) G ) (22)
by A
Axm (t2i) - J k1 (tZi’ T) X (T) dr
Yo(ta) X, (1) (23)
=Fm*1(t2i)’ i=1>2)--->N.
On the grid (w) we set v,; = y,(t,;), suct that
tvzv = {t"zi’ tO < Yo (tZi) < t2i—2) (24)
, this  tya < Yo (ty) <ty

Consequently, the system (23) can be written in the form

by Ax,, (1)

k, (t,,7) (D) dr
0

Ax,, (ty) - J
Yo(ta)
N Ax,, (7)

£y T)
1 \*2i>
byj l Xo (T)

dr (25)

J=Vai

:Fm—l(tzi)’ i:1,2,...,N.

By computing the integral in (26) using tapezoidal formula
on the first integrals and Simpson formula on the second
integral, we consider two cases.

Case 1. When vy; # 2i,i=1,2,..., N, then

F,_i (t;) + A(i) + B(i) + C (i)
1= ((ty — tyig) 16 - % (t)) ey (tin )

Ax,, (ty) =
(26)
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where Also, to compute Ay,,(t) on the grid (w), (18) can be re-
presented in the form

A)=05(t, =y, (ty))

1
A Ay, (ty) = ——
x|k <t2i’th,-) M +ky (t2 Yo (£27)) I (t2) H(ty)
%o (tvzi) , A -
2i xm T
Axm (tVZi) (tvﬂ Yo (t2i)) X [‘[YO(tzi) h (t2i’ T) X, (T) dr

X
(tvz,. - tvz,-_z) (x0 (o (£2))) t
+
+ kl (t2i’ Yo (t2i)) J)’m—l(tzl')

% A‘xm (tVZi,z) (yO (tzi) - tvz,v,z)
(£, —tu, ) (xo (00 (2))) |

() 10g [,y ()] dT

= Ax,y, (ty) = Xy (£2) + 9 (t21) |-

(30)
B(i) = f (t2j+2 - tzj)
. 6
J=vai (27)  Letusset vy = y,(ty;) and uy; = y,,_, (t5;) and
Ax,, (t2 )
X | ky (t2i’t2j) —
X0 (th) {tZi’ tria < Yo (ta) < tyis
Ax, (t,; vz’_t,ts t,:) <ty s,
+ 4k, (tzia t2j+1) N m(f 2]+;) w0 () <o (31)
o \F2j+1
( ' ) tas  tria < Yo (B2i) < by
Axp, (t2j42 ty, =
tky (tytyi,) ———2 |, e, t < ) <ty ,.
1 ( 2i 2]+2) xo (t2j+2) w10 S Yot (Ba) <trisa
th; — by Ax,, (ty_
C(@)= % [kl (£ t2i2) ﬁ Then (30) can be written as
o0 (L2i2
Ax,, (ty;)
4k, (ty:, ty: —m Al
+ 1(21 le)x(t-,) A (t~)=
0 \*2i-1 ym 2i H(t )
2i
=211 = t‘/z,' A
Case 2. When v,; = 2i,i=1,2,...,N, then N [J’ h(ty7) Xy (‘;‘)dT
Yo(ta) X (T
D, (i) i-1 .
Axy, (ty) = = (28) Ax,, (7)
Y D, (i) + J " dr
’ jzzvﬁ oo ) %o ()
where tu;
+ J h(ty, 7)log|x,,_; ()| dr
Ym-1(ta)
Dy (i) = E,y (t5:) + 0.5k, (£5:5 ¥ (£2:)) i1
2j+2
X [ Ax,y, (i) (toi = yo (t2)) (vo () = taiss) ] i jZ L i htap 7)log |y ()] e
s =Uy; T2
xo (3o (£21)) by =1y
. ky (£t = Ax,y, () = X0y (82) + 9 (82) | >
D, (i) = [1 = 0.5 (ty — ¥ (£2)) M
xo (t3) (32)

2
(tai = x0 (t21))
xo (3o (£)) (t2 = ti2) and by applying mixed formula for (32) we obtain the follow-
(29) ing four cases.

— O.Skl (t2i’ )’0 (tZI))
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Case 1. When v,; # 2i and u,; # 2i, we have

Ay, ()
1
 H(ty)

X |:0-5 (tvy Yo (tzi))

(7o (1) M)

xo (¥ (t2:))

. S (taje2 — 1)

6

J=Vai

A .
g <h (t2125) i (t?)

Ax,, (t2j+1)
Xo (t2j+1)

A%y, (t242) )

X0 (t2j+2)

+4h (tzi’t2j+1)

+h(tptojen)
+05 (8, = Yo (£21))
x (h (£20 ) 108 [ %0 (£,
+ 1 (s Yt (£))108 | (Kt (s (620))] )

5 mt)

6

frs
x (h (taots)0g (%1 (1))
+4h (1 1yj41) 10 %,y (£201)]
+h (tap t2j42) 10g |3y (202 )

= A%,y (t35) = Xy (£23) + 9 (£) ] :

(33)
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Case 2. If v; = 2i and u,; # 2i, then

Aym (t2i)
B 1
H(ty)

X [0-5 (tai = yo (t2))

Ax,, (tm)
X0 (tZi)

Ax,, (o (t2)) )
X0 (J’o (t2i))

+ 0.5 (t,hi = V-1 (t2i))

X (h (tZi’ t“2i) IOg |xm_1 (t”2i)| (34)

x (h(ty’ t2)

+h(ty o (£31))

(s () 108 [ (s (1) )

N E (22— 125)

6

J=ua
N (h (630 ;) 108 [ (53|
+4h (t2i> t2j+1) log |xm—1 (t2j+1)|

+h (tzp t2j+2) log "xm—l (t2j+2)| )
= A, (ty) = Xy (8) + g () ] .

Case 3. When v,; # 2i and u,; = 2i, we get

Aym (tzi)

H(ty)

X [0-5 (tvz,. ~ Yo (tzi))

Axm (tVzi)
X (h (t2i’tV2i) X (t )

m (20 (1)) )

+h(t vy (t2) A;CO (v (t1))



Abstract and Applied Analysis

(f2j02 = 12))
6

Ax,, (t;
x(h(tzi)tzj) :0(5223)
j
Ax,, (t2j+1)
X (t2j+1)

Xo (t2j+2)

vy

i—1
J=Vai

+4h (tytyj)

+h (t2i’ t2j+2)
+0.5 (ty = Yy (821))

X (h (tyist5;)log |xm—1 (t2i)|

B (3 Y (1) 108 [ s O (8] )

= A,y (t;) = Xy (i) + 9 () ] :

(35)
Case 4. If v,; = 2i and u,; = 2i, then
Ay, (t)
_ 1
H (t)
X [0-5 (ta = ¥o (£51))
Ax,, (t5;)
h(ty,ty) —222
X( (21 2) xo(tzi)
Ax,, ()’o (tZi)) )
h(ty, o (ty;)) — 2222
+ ( 2i yO( 2 )) X, (yo (tzi)) (36)

+0.5 (ty = Y ()

X (h (tyist5;)log |xm—1 (tZi)l
(s ()08 s O (20 )
= Ax,, (y7) = Xy (i) + 9 (t) :| :

Thus, (32) can be computed by one of (33)-(36) according to
the cases.

4. The Convergence Analysis of the Method

On the basis of general theorems of Newton-Kantorovich
method [21, Chapter XVIII] for the convergence, we state the

following theorem regarding the successive approximations
described by (18)-(20).
First, consider the following classes of functions:

(i) C (£, T] the set of all continuous functions f(¢) defined
on the interval [t,, T],

(ii) Cp, 1ixie, 1) the set of all continuous functions y/(t, )
defined on the region [t,, T] x [t,, T1,

(iii) C = {X : X = (x(t), y(1)) : x(t), y(t) € Cpy, 1y}
(iv) Cf, oy = () € Cfy 1y 2 ¥(8) < ).

And define the following norms

18Xl = max {IAxe, . »[5]q, , }
!
Xl = max {Iel, o[, .}

“YHG = max {"zllclto,ﬂ > ||y||c[to,T]}

Ih ol =Hy, | (0| = Hy,
Iktol =H, |k 0] = H,
|-
X _te[to,T] xq (t) o
! ma. —
— || = X = s
xk|| teltoT1| X3 (1) @ (37)

1 1
HG(t) ll " e G(t)l =G

|0l = t?’[ti’;] %0 (1)] = Hs,

ol = max | )] = £,

terﬁj)r%] |J’o (t)| = H,,

[log]| = max [log (x (1))] = Hs,
lgll = max |g (0] = He,

I = max |f ®] = H;.

tefty,T]
Let

7, = max {chz (T - Hy) ,chl,H{H5 + H1H3'c1,
(38)
Hy¢, (T - H,) , Hye, HyHs + HzHécl} .



Let us consider real valued function
w(t)=K(t—t,)" - (1+Kn) (t-ty) + 7, (39)
where K > 0 and # are nonnegative real coefficients.

Theorem 1. Assume that the operator P(X) = 0 in (5) is de-
fined in Q = {X € C([ty,,T]) : IIX — Xoll < R} and has
continuous second derivative in closed ball Oy = {X € C([¢,,
TD) : IX = Xoll < r} where T =ty +r < t, + R. Suppose the
following conditions are satisfied:

(M IT,P(X )N < /(1 + Kn),
(2) IT,P"(X)|l < 2K/(1+Kn), when | X-X, |l < t—ty <,

where K and n as in (39). Then the function y(t) defined by
(39) majorizes the operator P(X).

Proof. Let us rewrite (5) and (39) in the form

t=¢(),
X =5(X),

o) =t+cy(t), (40)
S(X) = X -T,P(X), (41)
where ¢, = —1/y/(t,) = 1/(1 + Ky) and T, = [P'(X,)]"".

Let us show that (40) and (41) satisfy the majorizing
conditions [21, Theorem 1, page 525]. In fact

T~ ¢(t)) -t (42)

I8 (Xo) = Xofl = |-ToP (Xo)l < K~

and for the | X — X|| < t —t, with the Remark in [21, Remark
1, page 504] we have

s cof = |s" @0 =" (X,)]

X X
< J |s" o ax = J [P 0| dx
X, X,

43)
t t 2K (
n

< dr =

= J;U v (Ddr Lo 1+ Kpny
2K 12
= t — t = t .
e =) =4 ©

Hence y(t) = 0 is a majorant function of P(X) = 0. O

Theorem 2. Let the functions f(t), g(t) € C, 1 xo(t) € Cl[to,
T, x5(yy(8)) # 0, xé(t) + 0, and the kernels h(t, t),k(t, 1) €
Clyy Tix(t, 1) 914 (X (8), o (8)) € Q5 then

(1) the system (7) has unique solution in the interval [t,
T); that is, there exists Ty, and |T,| < Z?ZI(CIHI +
asHY (T -H)™ /(=D = 1,

(2) IAX] < #7/(1 + Kn),

G IP" Xl < n,,

(4)n>1/Kandr <n+t,,

Abstract and Applied Analysis

where K and n as in (39). Then the system (4) has unique
solution X* in the closed ball Q, and the sequence X,,(t) =
(%, (1), ¥ (1)), m > 0 of successive approximations

1 t Ax,, (1)
Ay, (t) = H_(t) [Lo(t)h(t, T) (D) dr

+ Jt h(t,7)log|x,,_, (7)|dr
Ym-1(8) (44)

= DXy (8) = X () + 9 (1) |

Ax,, (t)—Jt k, (t,7) A%y (7)

X
olt) xo (7)
where Ax,,(t) = x,,(t)—x,,_(t) and Ay, (t) = v,,(t)=y,,_, (1),

m = 2,3,..., and X,, converge to the solution X". The rate of
convergence is given by

. 2 \"/1
I -xls () (7)o@

Proof. It is shown that (7) is reduced to (17). Since (17) is a
linear Volterra integral equation of 2nd kind with respect to
Ax(t) and since k(t, y,(t)) # 0, Vt € [t,, T] which implies
that the kernel k, (¢, T) defined by (18) is continues it follows
that (17) has a unique solution which can be obtained by
the method of successive approximations. Then the function
Ay(t) is uniquely determined from (16). Hence the existence
of I, is archived.

To verify that I[; is bounded we need to establish the resol-
vent kernel T (¢, 7) of (17), so we assume the integral operator
U from C[t,, T] — Clt,, T] is given by

dr=F,_ (1),

t
Z=U(Ax), Z(t)= J
Yo(t)
where k,(t,7) = k,(t, 7)/x,(7), and k, (t, ) is defined in (18).
Due to (46), (17) can be written as

k, (t,7) Ax (1) dT, (46)

Ax - U (Ax) = F,. (47)

The solution Ax™ of (47) is expressed in terms of F, by means
of the formula

Ax" = F,+B(F,), (48)

where B is an integral operator and can be expanded as a
series in powers of U [21, Theorem 1, page 378]:

B(F) =U(F) +U*(Fy) +---+U"(F)) +---, (49

and it is known that the powers of U are also integral opera-
tors. In fact

t
Z,=U" Z,(t) = J K (t,7) Ax (1) dr,
»0(®) (50)

n=12,...),

where kg") is the iterated kernel.
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Substituting (50) into (48) we obtain an expression for the
solution of (47):

(&) t
Ax*:Fo(t)+ZJ

j=1 Yo(t)

K (61 Fy(mdr. (1)

Next, we show that the series in (51) is convergent uniformly
forall t € [t,, T]. Since

_ kl (t) T)
|k2 (ta T)l - X, (T) (52)
h(t,T) k(t, 1)
%y (7) % (GO <qH, +caH,.

Let M = ¢;H, + ¢,c;H,; then by mathematical induction we
get

M (t - H,)

>

t
K2 (¢,7)| < J ko (&) K (o, D)l dut < — o=
}’o(t)

(!

t M (t-H,)
K @nl< [ Je @k o du < Mt H)

Yo(t) ()!

t
kg") (t, T)‘ < J |k2 (t; u) kg”—l) (u, T)| du

Yo(t)

M"(t - H,)""
(n-1)! ’
n=12,...);

(53)
then

M (T - H (n-1)
[U"] = max j K0 (6| ar < ML H) T

telty,T] (n-1)!
(54)
Therefore the nth root test of the sequence yields
MI(T - H 1-1/n
o < ( 3 0. (55)
Y(mn—1) o

Hence p = 1/lim, , ¥/lIU"|| = co and a Volterra integral
equations (17) has no characteristic values. Since the series
in (51) converges uniformly (48) can be written in terms of
resolvent kernel of (17):

t

Ax* =Fy+ J. I, (t, 1) F, () dt, (56)
Yo(t)
where
I, (1) = Y kY (t,7). (57)
=1

9
Since the series in (57) is convergent we obtain
(T - H)

Il = 1B (Eo)] < ZIIUJ!! . ZMf o S 69)

To establish the validity of second condition, let us represent
operator equation

P(X) =0, (59)

as in (41) and its the successive approximations is

X, =S(X,), (n=0,1,2,...). (60)
For initial guess X, we have
$(Xo) = Xo — TP (X,). (61)

From second condition of (Theorem 1) we have

||1"0P (Xo)” = "S(Xo) —Xoll

62
1AX] < 2

-, = ol = haxt =

In addition, we need to show that |P"(X)| < n; for all
X € Qg where 7, is defined in (38). It is known that the
second derivative P"(XO)(X, X) of the nonlinear operator
P(X) is described by 3-dimensional array P"(X,)XX =
(D,, D,)(X, X), which is called bilinear operator; that is,
P"(X,)(XX) = B(X,, X, X) where

P" (X,) (X, X)

_shg%)s [P (x0+sX) P’ (Xo)]
[ B
+ (%—yl(xo+sx Yo +5¥) — l;l (xo’)’o)>J’]’
sh_y)r%)% [(% (%0 + 5%, yp + 5Y) — % (xo,y0)>x

+ (%_IJ’/Z (% + 5%, yo +5Y) = 88_1}312 (’%)’0)))’”
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2

o*P, 0°P,
{hm [( L (x0> yo) $X + — Jydx (on’o) sy

s—0s axz

p
<aa 5 (x, + Osx, y0+8sy)

+ 2ﬂ (x, + 05X, y, + 0sy) X
axzay 0 > Yo Y y

°Py
aa s (xg + 05X, yo + Osy) s y))

P, o*P,
+ Bxa (xo,y0)5x+ By2 (xo>)’o)5y

+%(aa (xo + 6%, y, + 0s) $°X°

3

aaa = (x0 + 0s%, y, + 05y) "X

o°P — e 2=
+ W; (xo + Osx, 8sy) szyz))y] ,

P o*P,
SII_I’I})S [( ox 22 (x> ¥o) X + —= dyox (%0s o) Y

a3
< 2 (x, + 0%, y, + 05y) °%
3
+ ZaiTPaZy (x + 05X, y, + 0s7) X
3

0P,
+a Ton (%0 + 05X, yo + 8sy) s y))

o°P, o°P _
+ (8 dy (0> o) % sz (0> ) Y

p
(aa (x, + 05X, y, + 0sy) X

3

a

a dy 0x0y?
a3Pz — o\ 22

+ﬁ(xo+03x,8$y)s v )|y

o*p, o*P, _
(a > (0> ¥o) Xx + ay_aylc (0> ¥o) ¥X

2 (x, + 05X, y, + 0sy) Xy

o*P _ P _
+ ﬁ (x0» yo) Xy + a—; (0> ¥0) V%,

azp o°P
=2 (xo’)’o) XX+ —— Jyox (xO)J’o)

82 _op _
+ w (x> Yo) Xy + W; (xo’}’o))’x)’

(63)

Abstract and Applied Analysis

where 0,8 € (0, 1), so we have

P"(X,) (X.X) = (D, D) <’_;> (; > , (64)

where
o*p, o*p,
aX2 (x0>¥0) ayax (x0:%0)
D, = s
*p, *P,
2
axay (x9>%0) ay (x0:Y0)
(65)
o*P, o’P,
2
ax (x9,¥0) ayax (x0>%0)
D, =
o*P, o’P,
2
axay (x0,¥0) ay (x0:%0)

Then the norms of every components of D, and D, have the
estimate

azPl t x(0)_
= h. 4
o2 |~ i Lo(t) ) x5 (T)x(T) !
<Hy,, (T - Hy),
aZPl x (¥ (1) _
= ]’l , XU b)) _ ’
axdy| " ke 100 O) 6 ) O] = Hhe
aZPI X (y (1))
= Bty (1) =222 0ol < Hye,,
ayax ||X||Sl,ha§||51 ( Y )) X (yo (t)))/( )| < Hig
9P, /
2| T , 1
| e [hf (t, 30 (1) logxo (30 (1))
Xq (7o (1)) ]
h(t, y, (t)) 20207
(6:506) xo (o (1))
y(®)y(t)
< H{H, + H,Hyq,,
Ih| t x(7) _
x|~ pxinixis: Lﬂ(t)k(t’ 2wy X2 > x(r)dr
< Hy, (T -H,),
52P2 ()’o( )) _
= —k(t, y, (¢ "
0xdy ||x||$j|a§||<1 (630 0) —7—5 0( o0 () ) 0]
< H,c,
aZPZ (;Vo (¢ ))
=k (t, yy (t ¢
O R Y e T

< Hyq,
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o°P, || ,
W - ||X||211,E|}§Ilsl [kT (£ o () log xo (3 ()]
xo (o (t))]

k(t, Xo Wo (B))

+k (t, y, (1)) D)

Xy )y ()

< H,H, + H,H;c,.
(66)

Therefore, all the second derivatives exist and are bounded:
|P" x| <. (67)

Since y/(t) majorizes operator P(X) and utilizing the second
condition of (Theorem 1) we get

[roP" (x)] < o (68)
Let us consider the discriminant of equation y(t) = 0:
D =K -2Kn+1=(kn-1)°, (69)

and the two roots of y(t) = Oarer; = 1/K+t,andr, = n+t;
therefore, when r; < r < r, implies

v (r) <0, (70)

then under the assumption of the fourth condition, that is,
1/K + t, is the unique solution of y/(t) = 0 in [t,, T] and the
condition in (70) [21, Theorem 4, page 530] implies that X ™ is
the unique solution of operator equation (5) [21, Theorem 6,
page 532] and

X" = Xl <" ~1,, (71)

where t* is the unique solution of y(t) = 0 in [t, r].
To show the rate of convergence let us write the equation

y() = 0 in a same form as in (40) then its successive
approximation is
t =0 (t,), m=0,1,2,.... (72)

To estimate the difference between t* and successive approx-
imation t,,:

=t =¢(t") = ¢ (t) =¢' () (" ~1,),  (73)

wheret,, € (t,,_;,t") and

2K
") =1 ") = t—ty);
#O=1ray 0= -0)
therefore
) — 2K, —
t, )= t,, —t
¢(m) 1+K?](m 0)
(75)
< 2K (t" -t = .
T 1+Kpy 0 _1+K11’

11
then
* 2 *
t —t, < -t ,
m 1+ Ki’] ( m—l)
* 2 *
t tm-1 1+ Ki’] ( - tm—Z);
(76)
* 2 *
I =1 < " —1y)>
S )
consequently,
* 2 \"1
t* —t, s( > —; (77)
1+Ky/) K
it implies

. . 2 \"1
X"~ X, < (¢ —tm)s<1+K;1) ERNC

O
5. Numerical Example
Consider the system of nonlinear equation
t 2
x(f) - J trlog (|x (7)) dr = ¢ — —,
y() 3
t 79)
J rlog(x (M) dr = &, te[10,15].
»(®) 3
The exact solution is
x* () = ¢,
(80)
Yy () = Ve -t
and the initial guesses are
x,(t) = (t-9),
(81)

o (£) = 0.6t + 4.

Table 1 shows that x,,(¢) coincides with the exact x™(¢)
from the first iteration whereas only six iterations are needed
for y,,(t) to be very close to y*(t). Notations used here are
as follows: N is the number of nodes, m is the number of
iterations, and €, = max,c(;o,5)|%,,(t) = x"(¢)| and €, =

maXye(ig,15) |V (t) = ¥ (0.

6. Conclusion

In this paper, the Newton-Kantorovich method is developed
to solve the system of nonlinear Volterra integral equations
which contains logarithmic function. We have introduced
a new majorant function that leads to the increment of
range of convergence of successive approximation process.
A new theorem is stated based on the general theorems
of Kantorovich. Numerical example is given to show the
validation of the method. Table 1 shows that the proposed
method is in good agreement with the theoretical findings.
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TABLE 1: Numerical results for (79).

N =20, h=0.25

m €, €,
1 0.00 0.0029
2 0.00 4.3597E — 006
3 0.00 3.1061E - 008
4 0.00 1.0140E — 009
5 0.00 1.2541E - 010
6 0.00 3.9968E - 011
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