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Abstract: 
 

With the advent of latest technological breakthroughs, it has become quite an easy feat to hack the 

commonly used biometrics such as face, voice and fingerprint etc. This has led to the exploration of 

new vistas in this domain.One of the most secure biometrics of today is finger vein- but this high 

degree of security comes with its own challenges, the most prominent one being that the vein pattern 

is extremely difficult to extract because finger vein images are always low in quality, gravely 

hampering the feature extraction and classification stages. Sophisticated algorithms need to be 

designed for this purpose. The aim of this paper is to present a computationally light-weight yet 

highly efficient procedure that can be used to extract the vascular pattern from a person’s finger 

illuminated by infrared radiation.Experiment results demonstrate that the proposed method is not 

only efficiently lightweight with regard to computational time but also achieves state –of-the art 

results by clearly bringing out the enhanced vascular pattern beneath finger skin 

 
    Keywords: Efficient, stage 
 

Introduction 

Information security of this age and day is being dominated by the use of biometric technology- the 

technique of identifying a person based on biological traits such as physical or behavioral 

characteristics(1).Physical biometrics include iris, hand geometry, face, fingerprint etc.and behavioral 

biometrics include gait, voice, signature, keystroke pattern etc. Most of these traits are prone to hack 

attempts (2,3) and so this had led to the development of more secure biometrics such as vein patterns 

within finger (4)hand(5)and palm(6). These are nearly impossible to attain without the users’ consent 

and hence harder to forge. In this paper we will present a new method of enhancement of finger vein 

data. Vein data can only be acquired from a living body so cannot be obtained from a deceased 

body(7).Vascular structure lies beneath the skin, and so is impossible to observe(8)without special 

equipment such as infrared radiation and camera etc. Acquisition process is contactless, so hygiene is 

ensured and user convenience is warranted(9).Majority of the state of art methods of finger vein 

recognition suffer from drawbacks associated with feature extraction due to images of low quality and 

poor vein visibility. Low quality images may be attributed to bad quality of infrared radiation, poor 

lightening conditions, and scattering of light in tissues surrounding the vein structure that is desired to 

be captured(6). Complications may also arise in case of obese finger, low environment temperature or 

improperly designed capturing equipment(7). Another parameter that greatly hampers the process is 

that a vast majority of such algorithms depend on parameters that cannot be set as a defined standard 

over different databases. A change in finger alignment in training and testing data may also gravely 

effect results for segmentation based as well as statistical methods. 
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Database: 

It is a fact universally agreed (8,9)that the toughest finger vein database to preprocess is SDUMLA-

HMT database as shown in Fig.1. Following are the reasons for this non-ideality: 

• Its quality of images is not good(10). 

• Finger area is very small compared to overall image size(10). 

• Images vary in rotation, translation and shift(11). 

• An uncontrolled image capturing method was deployed (8). 

 

 
Figure 1. SDUMLA-HMT database- sample data. 

This is the reason that we chose this database for the validation of our algorithm. A total of 106 

individuals took part in its compilation. Images captured are in .bmp format. Right and left hands both 

were used. For each hand, data of index, middle and ring fingers was captured (12)and for each finger, 

6 samples were obtained as shown in Table 1. The device used for this purpose was designed by Joint 

Lab for Intelligent Computing and Intelligent Systems of Wuhan University. 

 

Table 1 . SDUMLA database at a glance. 

Parameter Information 

Total persons 106 

Hands per person 2 

Fingers per hand 3 

Images per finger 6 

Image resolution 320 × 240 

Total size of database 0.85 b 

 

Methodology 

Methodology employed consists of only a few selected basic enhancement operators that are simple to 

implement and computationally light- yet when combined together in sequence as shown in Fig.2, 

they yield a highly accurate enhanced version of the finger vein image. 

 

 
Figure 2. Presented methodology. 

The steps of presented method as following: 

Detection of finger 
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Database images are captured by throwing near-infrared radiation on finger. The veins, owing to the 

flow of deoxygenated hemoglobin, absorb this radiation, thus appearing darker than the surrounding 

tissue(13) as shown in Fig.3. 

 

 

 
 

Figure 3 . Database image of person 56, left hand, middle finger. 

 

 

First step is to detect and crop the finger region from this image. Mask filter was used for this 

localization following the procedure attempted by(14).Texture was extracted after normalization of 

finger region. Mask is generated on the basis that finger region is lighter in contrast as compared to 

rest of the image region. The approach of (14) was used to localize the finger region by using a mask 

filter. Finger region was normalized and texture was extracted from it. It is based on the principle that 

finger region is brighter than background region since infrared light passes through it. The mask used 

to segment out the finger region of a database image, resembles the images as shown in Fig. 4 : 

 

 

 
Figure 4. Masks for localizing the finer regions of the captured images. (a) Mask for detecting 

the upper region of the finger. (b) Mask for detecting the lower region of the finger. 

 

Boundary of the finger is detected by computing the masking value in y dimension for each value 

along the x dimension. Point of maximization of this masking value is actually the boundary of the 

finger in y direction(15).After that the database image is cropped by retaining the portion of only 

those rows which are fully white on the corresponding mask as shown in Fig.5.  

 
(a) 

 
(b) 

 
(c) 
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Figure 5. (a) Database image (b) Mask obtained .(c)  Cropped finger . 

Gamma correction 

Since the cropped finger is quite dark, so next step is the enhancement of its brightness using Gamma 

correction(16,17).It works by enhancing the dynamic range of pixel intensities by non-linearly 

manipulating the pixels. It is achieved by minimizing the homogeneity of co- occurrence matrix. This 

enables the underlying details to be brought to surface and made more prominent(18,19). It boosts 

image quality to a great deal by steering the average brightness of an image in the direction desired. 

For the case of proposed algorithm, it was observed that if gamma parameter is kept to be 2, it gives 

most optimum results as shown in Fig. 6.  

 
(a) 

 
(b) 

Figure 6.(a)Before Gamma correction (b) After Gamma correction 

Vein sharpening 

 Although the gamma corrected version of the image has better brightness than the original image, but 

there is still room for improvement where the prominence of veins is concerned. To further bring out 

the vascular structure, the algorithm of unsharp masking is used to sharpen the image. This is 

performed so as to improve the contrast between various ranges of pixel intensities(20). It brings those 

suppressed visual details to foreground that would otherwise have been missed by human eye.Image 

sharpening does not actually create any detail, it only enhances the hidden details and texture of an 

image. The process starts by creating an “unsharp: or blurred version of an image. This version is then 

subtracted from the original to detect the presence of edges. Contrast is then selectively increased 

along the detected edges yielding a much sharper version of the image(21,22).  

The unsharp mask we deployed for our experiments is created by using a Gaussian filter for spatially 

filtering the gamma enhanced version of finger vein image. This filter is basically obtained by 

convolution operation of the image with kernel mask as shown in Fig. 7. Standard deviation of 

Gaussian low pass filter is the parameter than controls the area around the edges that is enhanced 

during the sharpening procedure. Its value was kept to be 4 in implemented methodology. A larger 

value influences a larger portion of the surrounding area and vice versa. Sharpening strength was also 

kept to be 4 during experiments.  

 
    (a) 

 
         (b) 

 

Figure 7. (a) Image Before Sharpening, (b) Image After Sharpening. 

 

Double Histogram Equalization 

 Next step was to perform histogram equalization to adjust the intensity distribution of pixel values. 

We opted for a double histogram equalization that contains the strengths of Fuzzy Histogram 

Equalization with Cumulative Histogram Equalization. The basic purpose of using histogram 

equalization is to spread out the pixel intensity histogram more evenly to increase the dynamic range 

of pixels which in turn increases contrast.  

Cumulative histogram equalization was performed first. It was then followed by Fuzzy histogram 

equalization.  

Cumulative histogram equalization 

Cumulative histogram equalization of an image is performed as in equ.(1) by the following steps(23): 

1. Obtain image histogram. 

2. Obtain histogram of cumulative distribution function. 
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3. Use histogram equalization formula to find a new corresponding value for each gray value of 

original image. 

If: 

total number of pixels= N 

total number of possible intensity levels= L 

then(25), 

               (1) 

Here k represents an original intensity value and is in an integer that varies from 0 to L-1, and Sk is 

the mapped intensity value 

1. Replace each gray value of the original image with its corresponding newly computed value 

from the above step.  

Vein sharpening gives image as shown in Fig.8(a) and its corresponding histogram is shown in 

Fig.8(b).  

 
(a)                              (b) 

 

Figure 8.Before Histogram equalization (a) Image (b) Histogram. 

 

After Cumulative histogram equalization, we get the image as shown in Figure 9(a). Its histogram as 

shown in Fig. 9(b) is nearly flat as compared to Fig. 8(b).  

 
(a)                                 (b) 

Figure 9. After Cumulative Histogram equalization (a) Image (b) Histogram. 

 

A closer look at the flattened histogram of Fig. 9(b) shows that although the histogram is more evenly 

distributed than that of Fig. 8(b) but at the horizontal edges of the graph, there is an overcrowding of 

pixel intensities. To counter this effect, fuzzy histogram equalization was performed next. 

Fuzzy histogram equalization 

Brightness preserving dynamic fuzzy histogram equalization(24) manipulates the image histogram 

such that no remapping of peaks takes place. It uniformly redistributes the histogram values only in 

valley-areas between two consecutive peaks. It consists of the following steps (25): 

1. Fuzzy Histogram Computation 

2. Histogram Partitioning  

3. Dynamic Histogram Equalization of Partitions 

4. Normalization of image brightness if needed 

Fuzzy statistics is able to handle the inexactness of gray values in a much better way compared to 

classical crisp histograms thus producing a smooth histogram as shown in Fig.10. This makes it 

highly suitable for equalizing the above histogram .  

A fuzzy histogram is a sequence of real numbers  
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h(i), i   {0, 1, …., L-1}  where h(i) is the frequency of occurrence of gray levels that are “around i ”. 

Each gray value I(x,y) is considered a fuzzy number I~(x,y) as shown in equ.(2). Fuzzy histogram is 

then computed as: 

h(i)  h(i) +     ,  k  (2) 

Here in equ.(3)  is the triangular fuzzy membership function given by: 

(3) 

 

(a)                               (b) 

Figure10.After Fuzzy Histogram equalization (a) Image (b) Histogram. 

Median filtering 

The image processed by double histogram equalization is then made to pass through a median filter so 

as to remove impulsive noise and salt- and- pepper noise through this nonlinear process. For each 

pixel, a window is used to select neighboring pixels. Then median intensity value is computed for the 

pixels within this window and that value is assigned to the pixel on which the operation was being 

performed. This process is repeated for all pixels of the image (26).It preserves the edge-information 

while smoothly removing noise. Strength of median filter depends upon window size (27). For the 

experiments of this research, we used window size of 3x3 as shown in Fig .11.   

 

Figure 11. Median filtering using 3x3 window size (18). 

It soothes out the irregularities within texture as shown in the image  in Fig.12 : 

 
(a) 
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(b) 

Figure 12. (a) Before median filtering (b) After median filtering 

Power law 

As a final step, power law transformation was applied to the image to enhance contrast and improve 

visibility. Power law transform is represented by the equ.(4),(28) 

                                   (4)  

Here C and  are positive constants.  may be a positive value less than or greater than 1. For C=1, if 

γ < 1 then the input image is transformed into an image with a wider range of pixel intensities (thus 

making the image brighter) and if γ > 1 then image is transformed by mapping it into a narrower range 

of pixel intensities (thus making it appear darker(29). 

For the purpose of our experiments, we kept C=1 and =0.3. In this technique, power law curves with 

fractional values of  mapped the median- filtered finger vein image (which had a darker range) to a 

transformed image (which had a broader range of pixels).  Final enhanced image corresponding to 

Fig.12 is shown in the Fig.13.  

 

 
(a) 

 
(b) 

Figure 13. (a) Before Power law transform, (b) After Power law. 

Experimental results: 

The visual results of proposed method can be summarized in Table 2 on a few sample images from 

the SDUMLA HMT database. 

To evaluate the proposed method, two evaluation metrics were used: Peak Signal to Noise Ratio 

(PSNR) and Structural Similarity Index (SSIM).  

PSNR is a classic metric that is commonly used to measure the quality of a restored image. Higher the 

value of PSNR, better is the quality of an image. It’s the ratio of maximum intensity to the mean 

square error between the image and its reference counterpart. It is given by the equ.5 (30): 

 
For the purpose of experimentation in this research, we computed PSNR at each stage with reference 

taken as the initially cropped finger from database image. For the four sample images shown in Table 

2, PSNR results are compiled in the Table 3. 

Second evaluation measure considered was SSIM. For the evaluation of image quality, SSIM is 

widely regarded as the most suitable measure (30). It is a much more reliable measure than PSNR and 

MSE. Computation of SSIM depends not only on the image itself but also on a reference image(31). 

For the purpose of results evaluation of our work, we compared image after each stage with the image 

of the original finger that was directly cropped from the database image. SSIM basically compares 

thecontrast and structural details between two images. It is an evaluation metric that is universally 

used to assess the quality of bio-medical images. It is computed by the following formula in 

equ.(6,7,8,9,10,11): 
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 (6) 

Where  

 

(7) 

(8) 

  (9)          

 

(10) 

 

(11) 

Process Sample image # 1 Sample image # 2 Sample image # 3 Sample image # 4 

Database 

image 

    

Cropped 

finger 

    

Gamma 

correction 

    
Image 

sharpenin

g 
    

Cumulativ

e 

Histogram 

Equalizati

on 

    

Fuzzy 

Histogram 
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on 
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filtering 

    
Power 

Law 

transform 
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Table 2 .Results of method on sample images from SDUMLA dataset. 

 

Table 3. PSNR results after each step 

Stage Sample image #1 Sample image #2 Sample image #3 Sample 

image #4 

Gamma correction 52.9658 53.8044 51.0154 56.4074 

Image sharpening 53.62 52.9123 51.2777 55.0926 

Cumulative 

Histogram 

Equalization 

4.6915 4.706 4.7042 4.7256 

Fuzzy Histogram 

Equalization 

4.7088 4.7218 4.7229 4.7422 

Median filtering 4.9538 4.9711 4.9959 4.9524 

Power Law 

transform 

48.7389 48.5594 48.5717 48.5588 

 

 

Its value varies between 0 and 1. SSIM of two exactly same images is 1. Lesser the similarity between 

two images, closer this value is to 0. For the case of our experiments, we needed to find the difference 

between image structure at a given stage and that at the initial stage, so we subtracted the value of 

SSIM from 1 so as to get the change in image structure and these values are displayed in the Table 4. 

This Table of SSIM values, shows the amount of change in visual structural information. Greater this 

value, greater is the change in image after a given operation.

Table 4: Change in SSIM after each step. 

Stage Sample image #1 Sample image #2 Sample image #3 Sample image #4 

Gamma correction 0.038221 0.032068 0.064663 0.017573 

Image sharpening 0.030202 0.038539 0.057303 0.021713 

Cumulative 

Histogram 

Equalization 

0.99891 0.99373 0.99889 0.99919 

Fuzzy Histogram 

Equalization 

0.99905 0.99546 0.99904 0.99926 

Median filtering 0.99836 0.99515 0.99862 0.99894 

Power Law 

transform 

0.11147 0.11829 0.11741 0.11685 

 

Experimental analysis showed that the presented method is not only robust in performance but also 

achieves state of the art results in negligible time as documented in the Table 5.  

Table 5. Average computational time per step 

Preprocessing Stage Average time taken 

(seconds) 

Finger detection 0.0072 

Gamma correction 0.0011 

Image sharpening 0.0036 
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Cumulative 

Histogram 

Equalization 

0.0028 

Fuzzy Histogram 

Equalization 

0.0031 

Median filtering 0.0066 

Power Law 

transform 

0.0014 

Conclusion and future work: 

This paper presented a new algorithm for the enhancement of finger vein images. The strongest point 

about this methodology is its low computational complexity which renders it a perfect choice for use 

in high level applications like real time finger vein recognition and verification. It consists of steps 

that are not only efficient but also simple to implement. SDUMLA database was used for analysis of 

presented methodology. Firstly, finger was detected from the database image. It was followed by 

gamma correction. Next, the image was sharpened using ‘unsharp’ masking technique. Histogram 

equalization was performed twice: first cumulative histogram equalization and then fuzzy histogram 

equalization. Cumulative histogram equalization served to flatten the overall shape of the histogram 

and fuzzy histogram equalization worked on the overcrowded areas between consecutive histogram 

peaks to make them uniform. After that, median filtering was applied to remove the remnant 

undesirable effects of sharpening if any. It made the texture smoother while preserving the shape of 

vascular skeleton. Power law was applied as the last step to enhance contrast and improve visibility. 

As a future extension of this work, recognition and verification might be implemented following the 

presented enhancement procedure. Also this technique might be tested on palm vein, dorsal hand vein 

and wrist vein data. This method can be further extended to measure the diameter of veins. This 

application could be particularly useful in the detection of diseases such as Cirrhosis(32) that affect 

vein thickness.  
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